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Abstract

RC4 has been the most popular stream cipher in the history of symmetric
key cryptography. Designed in 1987 by Ron Rivest, RC4 is the most widely
deployed commercial stream cipher, having applications in network protocols
such as SSL, WEP, WPA and in Microsoft Windows, Apple OCE, Secure SQL,
etc. The enigmatic appeal of the cipher has roots in its simple design, which
is undoubtedly the simplest for any practical cryptographic algorithm to date.
In this thesis, we focus on the analysis and implementation of RC4.

For the first time in RC4 literature, we report significant keystream bi-
ases depending on the length of RC4 secret key. In the process, we prove
two empirical biases that were experimentally reported and used in recent
attacks against WEP and WPA by Sepehrdad, Vaudenay and Vuagnoux in
EUROCRYPT 2011. In addition to this, we present a conclusive proof for
the extended keylength dependent biases in RC4, a follow-up problem to our
keylength dependent results, identified and partially solved by Isobe, Ohigashi,
Watanabe and Morii in FSE 2013.

In a recent result by AlFardan, Bernstein, Paterson, Poettering and
Schuldt, to appear in USENIX Security Symposium 2013, the authors ob-
served a bias of the first output byte towards 129. While attempting the proof
of this bias, we observed that the bias occurs prominently only for certain
lengths of the RC4 secret key. In addition, our findings revealed that this bias
may be related to the old and unsolved problem of ‘anomalies’ in the distribu-
tion of the state array S0, right after the Key Scheduling Algorithm. In this
connection, we prove the bias in (S0[128] = 127), a problem left open for more
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than a decade since the observation of anomaly pairs by Mantin in 2001.

Subsequently, we present theoretical proofs of some significant initial-round
empirical biases involving the state variables of RC4, observed by Sepehrdad,
Vaudenay and Vuagnoux in SAC 2010. We also study the non-random behavior
of index j and completely characterize the first two instances j1, j2 of the index.
In the same part of the thesis, we show that there are certain events in the
RC4 keystream that leak state information with probability 3/N , higher than
the best existing glimpse correlations identified by Jenkins in 1996.

We further study the short-term and long-term biases in RC4 keystream
bytes. In the process, we derive the complete probability distribution of the
first byte of RC4 keystream, a problem left open for a decade since the ob-
servation by Mironov in CRYPTO 2002. In addition to this, we contradict
a claim by Mantin and Shamir from FSE 2001 by proving that there exist
positive biases towards zero for all the initial bytes 3 to 255 of RC4.

In the recent work of AlFardan, Bernstein, Paterson, Poettering and
Schuldt, extensive computations were conducted to identify significant short-
term single-byte keystream biases of RC4, some of which already exist in the
current literature, and some of which are new. We prove (almost) all new,
unproved or partially proved significant biases observed in the aforesaid work.
We also investigate for long-term non-randomness in the keystream, and prove
a new long-term bias of RC4. Our proofs and observations in this thesis,
along with their connections to the contemporary and old results, provide a
comprehensive view on the state-of-the-art literature in RC4 cryptanalysis.

In the second part of this thesis, we systematically study the hardware
implementation of RC4, and propose the fastest known design for the cipher.
For the first time in the literature, we exploit the idea of loop unrolling in
RC4 hardware design, and subsequently combine hardware pipelining to loop
unrolling in a hybrid architecture that produces 2 bytes-per-cycle throughput
in RC4. This is better than the existing 3 cycles-per-byte design by Kitsos,
Kostopoulos, Sklavos and Koufopavlou, and the 3 cycles-per-byte and 1 cycle-
per-byte patents of Matthews Jr. We have optimized and implemented our
proposed designs using VHDL description, synthesized with 130 nm, 90 nm
and 65 nm fabrication technologies, for proper comparison with existing designs
in terms of keystream throughput and hardware footprint.
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Chapter 1
Preliminaries and Motivation

“I have grown to love secrecy. It seems to be the one thing that can
make modern life mysterious or marvelous to us. The commonest
thing is delightful if only one hides it.” – Oscar Wilde

Since the dawn of humanity, one of the strongest intrinsic characteristics
of the human mind has been its affinity towards secrecy. Be it in terms

of secret possessions or secret intentions, the human race has interacted and
evolved within the veils of secrecy – often regarded as the best form of security.

In the modern information age we live in, the notion of security often
translates to the idea of confidentiality of information; especially of digital
information utilized and transacted over various communication networks. It
is important to note that the requirement for confidentiality and security is in
fact entirely a social construct. If there was nobody in the universe interested
in the piece of information you hold so dear, you may never feel the need for
secure possession and transmission of information in the first place. In fact,
we still judge security qualitatively in terms of the eagerness and competence
of an adversary who may be interested in the information that is kept secure.

Cryptology – inherently a social science – refers to the art of bridging this
bizarre gap between an entirely social notion called ‘security’, and the logical
foundations of mathematics, computer science and allied domains.

1
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1.1 Scope of this Thesis

Borrowing the basic notions from mathematics and computer science, the sub-
ject of cryptology has spread wide enough to be considered an independent
discipline on its own. The structure of this subject is pictorially depicted in
Figure 1.1 (idea from [111]), with a taxonomy of main cryptographic primitives.

Cryptology

CryptanalysisCryptography

Security ProtocolsSecurity Primitives

Main Primitives

Asymmetric Key

Identification Primitives

Signatures

Public Key Ciphers

Symmetric Key

Identification Primitives

Keyed Hash Functions and MACs

Symmetric Key Ciphers (Block/Stream)

Not using Key

Random Sequences

Random Permutations

Unkeyed Hash Functions

Figure 1.1: The scope, range and structure of Cryptology

Figure 1.1 connects the relevant pieces within the structure of the subject,
although the list of primitives is not exhaustive. The reader may refer to [111,
142] for a detailed exposition of each topic. We consider the following path:

Security Primitives → Symmetric Key Ciphers → Stream Ciphers.

In this thesis, our focus is on the analysis and implementation of the most
popular commercial stream cipher to date – RC4 [124].
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1.2 Stream Ciphers

The domain of symmetric key cryptology contains two major cryptographic
primitives – block ciphers and stream ciphers. Naively speaking, a block cipher
encrypts block-by-block by applying a key dependent transformation on a block
of message bits at a time. Whereas, a stream cipher produces a pseudorandom
sequence of bits, called the keystream, and encryption is done by masking the
plaintext (considered as a sequence of bits) by the keystream; using a simple
XOR operation in general. The ciphertext thus obtained is also a sequence
of bits of the same length as that of the plaintext. To increase efficiency in
software applications, modern day stream ciphers are adopting a word-oriented
approach, where word-wise (size of the word depends on machine architecture)
operations are used instead of bitwise operations. However, the fundamental
philosophy remains the same.

1.2.1 One-Time Pad and Perfect Secrecy

The motivation behind stream ciphers came from One-Time Pad (OTP), also
called the Vernam cipher. OTP is a truly random bit-string of the same length
as that of the plaintext – unique for each plaintext – which is bitwise XOR-ed
with the plaintext to produce the ciphertext. Shannon [138] showed that OTP
is perfectly secure, i.e., even for an adversary with unbounded computational
power, it is impossible to derive any new information about the plaintext from
the ciphertext beyond what is possible via random guess. In formal terms, one
may define ‘perfect secrecy’ as follows (refer to [76] for details).

Definition 1.1. An encryption scheme is perfectly secret if for every probabil-
ity distribution over the message spaceM, every message m ∈ M, and every
ciphertext c ∈ C for which Pr[C = c] > 0, Pr[M = m | C = c] = Pr[M = m].

Intuitively, for a perfectly secret encryption, the ciphertext reveals no infor-
mation about the plaintext over prior knowledge. To achieve ideal information
theoretic ‘perfect secrecy’ in OTP, it is absolutely required that the masking
(bitwise XOR) is done using a unique sequence of bits for each plaintext; ow-
ing to the name one-time-pad. In reality however, the OTP scheme is not
practical, as we require to manage unique keys as large as the plaintexts.
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1.2.2 Generic model for Stream Ciphers

Stream ciphers provide a practical alternative to OTP by relaxing the re-
quirement of unconditional perfect-secrecy to its computational counterpart.
Instead of using a unique truly random bit-string as long as the plaintext, as
in the case of OTP, a stream cipher uses a short truly random string (called
key) to efficiently generate a long string that behaves like a random string to a
computationally bounded adversary. The generated string is not actually ran-
dom but looks like a random string to the computationally bounded adversary;
hence called a pseudorandom keystream. This serves the purpose of a truly
random string for all practical requirements.

A stream cipher can be viewed as an efficient, deterministic algorithm,
implementing a function E : {0, 1}l × {0, 1}s −→ {0, 1}n that maps an l-
bit secret key K = K1K2 . . . Kl and an s-bit public initialization vector IV =
IV1IV2 . . . IVs to an n-bit keystream Z = Z1Z2 . . . Zn. This keystream Z is then
bitwise XOR-ed with the plaintext P = P1P2 . . . Pn to produce the ciphertext
C = C1C2 . . . Cn. In order to be meaningful and practical, the length n of the
generated keystream is generally greater than the length l of the secret key K.
Figure 1.2 depicts this model of a stream cipher.

E
(stream cipher)

K1
K [

Kl

IV1
IV [

IVs

...

...

Zn, . . . , Z2, Z1
⊕

Pn, . . . , P2, P1

Cn, . . . , C2, C1

Figure 1.2: Generic Key-IV model of a stream cipher.

The model of a stream cipher presented here is that of a binary additive
synchronous stream cipher and is not universally applicable. Although almost
all modern-day stream cipher designs incorporate initialization vector, there
are some classical stream ciphers that do not take IV as a default input. The
focus of this thesis, RC4 stream cipher, does not take IV as a default input,
but allows provision for it in practical protocols designed based on the cipher.
Thus, Figure 1.2 does not depict the basic RC4 cipher, but illustrates the model
of RC4-based designs that take IV as input, like WEP, WPA and SSL/TLS.
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In theoretical formalization, a classical stream cipher without IV is ideal-
ized as a pseudorandom generator (PRG), a function E : {0, 1}l −→ {0, 1}n

mapping (or stretching) a short l-bit truly random secret key K to a long n-bit
pseudorandom keystream Z (where n > l) that is computationally indistin-
guishable from a truly random string of the same length. However, a modern
stream cipher with IV can be viewed as a pseudorandom function (PRF), a
keyed function EK : {0, 1}s −→ {0, 1}n, mapping s-bit public initialization
vector IV to an n-bit keystream Z, where EK is computationally indistin-
guishable from a random function over the same domain and range where key
K is chosen uniformly at random from the key-space.

Stream Cipher viewed as a Finite State Machine

The functional structure of a generic stream cipher can be modeled as a finite
state machine (FSM), as shown in Figure 1.3. Private key K and public
initialization vector IV are used to generate the initial state S0 through the
Key-IV setup process. Subsequently, the r-th keystream bit (or word) Zr is
derived from the r-th state Sr through the output function fout, and the FSM
moves to the next state Sr+1, which is derived from the present state Sr through
a state-update function fupdate. The key K or the initialization vector IV are
generally not used after the generation of the initial state S0.

Key-IV
Setup

K

IV

Sr
(state)

S0

fupdate

fout Zr

Sr+1 = fupdate(Sr)
Zr = fout(Sr)

Figure 1.3: Stream cipher viewed as a finite state machine.

Note that the FSM has a finite number of states, and the state-update
function being deterministic, the states repeat in a periodic fashion. Since the
keystream output bits (words) Zr are derived from the corresponding states
through the deterministic function fout, keystream bits (words) also repeat in a
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periodic fashion. In case of stream ciphers considered for practical applications,
it is required that this period of keystream repetition is as large as possible, in
order to prevent certain attacks. Thus it is ensured during the design of the
algorithm that the period of the stream cipher is sufficiently large.

Synchronous and Self-Synchronizing Stream Ciphers

The model we have described so far suits the class of synchronous stream ci-
phers. These stream ciphers, although most prominently studied and used in
practice, have a practical drawback. Once the synchronization between the
sender and the receiver is compromised, decryption of the ciphertext does not
yield the corresponding plaintext at the receiver end. In such a case, the ciphers
at the sender and the receiver ends need to re-synchronize for subsequent oper-
ation. This requirement for re-synchronization poses practical problems while
operating a synchronous stream cipher over a noisy channel, where (burst)
noise may frequently destroy parts of the communicated ciphertexts.

There is another class of stream ciphers known as self-synchronizing stream
ciphers, where the r-th keystream bit (word) depends on the key as well as
on some predetermined number (t) of previous ciphertext bits (words). So,
the decryption works correctly if the previous t ciphertext bits (words) are
received properly, irrespective of earlier deletions. Hence, even if a part of
the communicated ciphertext is destroyed due to (burst) noise, only t sub-
sequent deciphered plaintext bits (words) are affected; beyond which the de-
cryption works correctly. Due to this self-synchronizing ability, the problem of
re-synchronization of stream ciphers in a noisy channel may be overcome.

Practical example of a modern self-synchronizing stream cipher is Mous-
tique [36], designed by Daemen and Kitsos in 2006. This is a Phase 3 candidate
of the eSTREAM [40] project; a tweaked version of the original Phase 1 sub-
mission called Mosquito [35]. The tweaks were considered while designing
Moustique in order to circumvent certain chosen ciphertext attacks [74] on the
original design. Apart from dedicated designs, a block cipher in cipher feed-
back (CFB) mode can also be considered a self-synchronizing stream cipher.
However in general, the class of self-synchronizing stream ciphers is difficult to
design, less studied in the literature, and less frequently used in practice.
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1.2.3 Cryptanalysis of Stream Ciphers

Instead of ‘perfect secrecy’, a computational notion of secrecy is ensured by the
pseudorandom output sequence (keystream) generated by a stream cipher. By
construction, any non-random event in the internal state or the keystream of
a stream cipher that can be computationally identified, is not desirable from a
cryptographic point of view. Thus it is imperative that a rigorous analysis of a
stream cipher is performed to identify the presence of any such non-randomness
in its design. There are some cryptanalytic attacks on stream ciphers which
are relatively general in nature and any new stream cipher should exhibit
sufficient immunity against these attacks. We present some attack models and
techniques before proceeding any further.

Power of the Adversary

Cryptanalysis of cryptographic primitives are broadly classified under four ba-
sic models of security, each of which is based on a specific assumption on the
power of the adversary (refer to [111,142] for details).

• Ciphertext only attack: The adversary knows the ciphertexts of several
messages, encrypted using the same key or different keys, but does not
have the knowledge of the plaintext messages.

• Known plaintext attack: The adversary knows the plaintext-ciphertext
pairs for several messages, where the ciphertexts have been generated by
encrypting the plaintexts using the same key or different keys.

• Chosen plaintext attack: In this model, the adversary is given access to
an encryption oracle, which produces ciphertexts for messages chosen by
the adversary, under the same key or different keys.

• Known and Chosen IV attack: In this attack scenario, the adversary
either knows or chooses some initialization vectors and obtains the cor-
responding keystreams generated by the cipher under a fixed key or dif-
ferent keys. This attack model is also known as ‘re-synchronization at-
tack’, and it assumes an underlying ‘known plaintext model’ to obtain
the keystreams from the ciphertexts.
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• Chosen ciphertext attack: This is the strongest of the attack models,
where the adversary is given access to a decryption oracle that produces
plaintexts corresponding to ciphertexts chosen by the adversary.

Given a plaintext-ciphertext pair for a stream cipher, it is trivial to obtain the
keystream (Z = P ⊕C). Thus for known and chosen plaintext attack models,
the output keystream of the stream cipher is always available to the adversary.

Modes of attack on Stream Ciphers

Depending on the attack model and the power of the adversary, there may be
several modes of attacking a stream cipher. The common ones are as follows:

1. Brute force attack: This attack, also known as the exhaustive key search,
is the most general attack applicable against any cipher. The idea is to
search the key space exhaustively in order to find correct key [111,142].

2. Algebraic attack: This is a ‘known plaintext attack’ where the goal of the
adversary is to recover the key. Broadly speaking, the attack starts by
generating algebraic equations involving key bits and keystream bits, and
finally tries to solve the generated system of equations to get the values
of the unknown key bits from the known keystream bits (obtained from
plaintext-ciphertext pairs). Originally proposed for public key cryptanal-
ysis [78], the algebraic attacks have found strong relevance in analyzing
practical stream ciphers as well [6, 10,11,33,34,63].

3. Time-memory trade-off attack: This is a ‘chosen plaintext attack’, and in
the basic form, it aims to find a trade-off between brute force and dictio-
nary attacks for searching the key space [38, 66]. For brute force attack,
time complexity of the attack is of the order of the key space, while
space complexity is negligible. For dictionary attack, space complexity
is of the order of the key space, while time complexity is negligible. In
time-memory trade-off attack, the goal is to bring down both time and
space complexity in between these two extremes. Although the idea was
first proposed to attack DES block cipher [66], it later extended quite
successfully to cryptanalysis of stream ciphers as well [23,24,51,69,126].
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4. Differential attack: This is a ‘chosen plaintext attack’, although with
some sophisticated techniques it can be converted into a ‘known plaintext
attack’, or even to a ‘ciphertext only attack’. The idea is to observe
the differences in pairs of ciphertexts generated from pairs of plaintexts
chosen according to some fixed differences. If these two differences are
strongly related, then such an information can be exploited in various
ways, depending upon the context. The idea was first proposed for block
ciphers [20, 21], and was later extended to stream cipher analysis. To
date, the idea of differential cryptanalysis has been exploited against
several practical stream ciphers [17,44,73,151,152].

5. Linear or Correlation attack: This attack targets LFSR based stream ci-
phers, more specifically stream ciphers with a non-linear combiner, where
outputs of several LFSRs are combined using a non-linear boolean func-
tion to produce the final output. The goal is to recover the states of
the individual LFSRs from the given output keystream. A divide-and-
conquer approach is taken to reduce the time-complexity of brute force
search on the states of the LFSRs. There exist numerous correlation
attacks (and variants) on stream ciphers in the literature, and one may
refer to [29,32,49,50,55,56,71,72,90,109,110] for further details.

6. Statistical Distinguishing attack: Stream ciphers theoretically claim to be
pseudo-random generators (PRGs), capable of producing stream of bits
that is indistinguishable from a truly random bit-stream from the point
of view of a computationally bounded adversary. Thus, efficient distin-
guishing attacks based on statistical weaknesses can pose generic threat
against any stream cipher construction. A prime example of this class
of attacks is the linear statistical distinguisher, introduced by Golic [48]
in 1994. The attack linearly models an arbitrary binary keystream gen-
erator into a linear feedback shift register of bounded length. This in
turn exposes any generic design to subsequent structure-dependent and
initial-state-dependent statistical tests, potentially resulting in correla-
tion attacks. This strategy has proved to be quite effective against prac-
tical stream ciphers [52,53].
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7. Side-channel attack: In contrast to the previous ones, this attack does
not target the actual algorithmic description of a cipher; but targets its
implementation in hardware and software [141]. Any implementation of
a cipher leaks out information in terms of operating parameters such
as power consumption, electromagnetic radiation, timing for operations,
etc. These additional sources of information are known as ‘side-channels’.
Some common variants of side-channel attacks are as follows:

a) Timing analysis – The adversary measures the time required to per-
form certain operations of the cipher; especially in software. This pattern
in time requirements is observed and exploited in timing attacks [82] –
quite applicable towards certain modern stream ciphers [88,153].

b) Power analysis – The adversary measures the power consumed dur-
ing certain cipher operations; especially in hardware implementations,
namely RFID tags or smart cards. The idea is to guess a few bits of the
key by observing any pattern in power consumption or dissipation [83].
The idea is well exploited against certain stream ciphers [43,87].

c) Fault attack – The adversary can inject some faults into the data during
the operation cycle of a cipher, and can exploit the variations resulting
from the fault. Faults may be injected into the hardware (sometimes
software) implementation of a cipher by various means, and the effects
of the fault may be monitored at the output to extract information about
the internal operating state of the cipher [22, 27]. Fault attacks are fre-
quently mounted on stream ciphers in practice [7, 8, 18, 67,68].

Goals of the Adversary

Whatever be the model or technique of the attack, general goals of an adversary
mounting an attack on a stream cipher can be summarized as follows:

Key recovery – This is the dream goal of the adversary, and it is the strongest
form of attack against stream ciphers, or any other primitive in general.

State recovery – This can be an intermediate goal of the adversary. Once
the internal state of a stream cipher is recovered at any stage of pseudo-
random generation, it is possible to generate subsequent keystream bits
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(words) using the known output function and the state-update function.
In the case where the key-generation and key-scheduling functions are
reversible (one-to-one), it is also possible to extend a state recovery at-
tack to a key recovery attack on the cipher. This is the case for the Grain
family of stream ciphers [64, 65]. For RC4 however, the key-scheduling
is not one-to-one, and thus extending a state recovery attack to a key
recovery attack on RC4 becomes a probabilistic process [117].

Distinguishing attack – The goal of a distinguishing attack on a stream ci-
pher is to distinguish the generated keystream of the cipher from a truly
random bit-stream with non-negligible probability. Although it may not
lead to either state or key recovery, a distinguishing attack challenges
the basic claim of a stream cipher, that is, pseudorandom generation.

Key correlation – In this case, the attacker aims at finding ‘leaks’ of the secret
key in the output keystream. If any part of the secret key is correlated to
the output keystream, it may be possible to trace back and recover that
part of the secret key with probability more than that of random guess.
In such a case, the attacker may identify and exploit the key correlations
towards a potential key recovery attack on the cipher.

Our focus for analysis of stream ciphers in this thesis is on distinguishing
attacks and key correlations, discussed later in Chapter 2. First we take a look
at some practical designs of stream ciphers from the literature.

1.2.4 Practical Designs

The most important and cryptographically significant goal of a stream cipher
is to produce a pseudorandom sequence of bits or words using a fixed length
secret key, often paired with a fixed length public initialization vector. Over the
last three decades of research and development in stream ciphers, a number
of designs have been proposed and analyzed by the cryptology community.
We briefly discuss a few major stream ciphers, relevant in terms of practical
application and cutting-edge design, as follows.



Chapter 1: Preliminaries and Motivation

RC4 Stream Cipher

RC4, also known as Alleged RC4 or ARC4, is the most widely deployed com-
mercial stream cipher, having applications in network protocols such as SSL,
WEP, WPA and in Microsoft Windows, Apple OCE, Secure SQL, etc. It was
designed in 1987 by Ron Rivest for RSA Data Security (now RSA Security).
The design was a trade secret since then, and was anonymously posted on the
web in 1994. Later, the public description was verified by comparing the out-
puts of the leaked design with those of the licensed systems using proprietary
versions of the original cipher. Although the public design has never been
officially approved or claimed by RSA Security to be the original cipher, this
note [124] confirms that the leaked code is indeed RC4. The cipher has gained
immense popularity for its intriguing simplicity, which has also made it widely
accepted for numerous software and web applications.

BluetoothTM Stream Cipher

BluetoothTM is one of the major modern technologies for wireless communica-
tion, prevalent in an array of practical devices. The technology was developed
by the Bluetooth Special Interest Group (SIG), formed in 1998. The technology
has been embraced by all companies in the communication business ever since.
For confidentiality in Bluetooth transmission, the E0 stream cipher is used
as the pseudorandom keystream generator [26]. The cipher follows the stan-
dard design model of a combiner generator using linear feedback shift registers,
where the keylength is typically 128 bits. Several attacks have been mounted
on E0 since 1999, resulting in practical and near-practical breaches [90–93].

GSM Stream Ciphers

A5/1 and A5/2 stream ciphers, designed around late 1980’s, are used to pro-
vide privacy in the GSM cellular network. A5/2 is a (deliberately) weakened
version of A5/1, created for certain export regions. Both the ciphers A5/1 and
A5/2, initially kept secret, became public in 1994 through leaks and reverse
engineering [28]. After several minor and major attacks [9,16,24,39,47,51] on
A5/1 and A5/2 published during 1994–2006, the GSM Association mandated
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that the GSM phones will not support A5/2 any more, and usage of A5/1
was mandated by the 3GPP association. Later in the 3G cellular systems, the
keystream generation algorithm for privacy was modified to A5/3, which uses
the block cipher KASUMI.

4G Stream Ciphers

In the race towards 4G mobile technology, 3GPP LTE Advanced [3] is the
leading contender. For LTE Advanced technology, the chosen security algo-
rithms for encryption and authentication employ two different stream ciphers
– SNOW 3G [2] and ZUC [1]. While SNOW 3G had already been deployed
in the earlier 3G platform, along with KASUMI, the other cipher ZUC is a
brand new design. Both the ciphers are based on similar design principles
using word-oriented linear feedback shift registers, and are used in the LTE
Advanced technology within a portfolio, along with the block cipher AES-128.

eSTREAM Portfolio Ciphers

The eSTREAM project, coordinated under ECRYPT framework from 2004 to
2008, was dedicated towards stream cipher research, with an aim to “identify
new stream ciphers suitable for widespread adoption”. Following the call for
primitives, thirty-four stream ciphers were submitted to eSTREAM and an
overall evaluation was done in three phases. The project came to an end in
2008 and a portfolio of seven stream ciphers was announced [40]. The current
portfolio contains HC-128, Rabbit, Salsa20/12 and SOSEMANUK under the
Software (SW) profile, and Grain v1, MICKEY v2 and Trivium under the
Hardware (HW) profile. These ciphers follow cutting-edge design principles,
and are projected as the stream ciphers of the future.

1.3 Motivation of the Thesis

So far we have discussed the generic description of stream ciphers, and have
listed some of the most prominent designs in practice:

RC4, E0, A5/1, A5/2, SNOW 3G, ZUC, HC-128, Rabbit,
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Salsa20/12, SOSEMANUK, Grain v1, MICKEY v2, Trivium.

Given this array of major practical stream ciphers in the literature, choice
of the specific cipher RC4 for analysis and implementation deserves an ex-
planation. The main motivation of this thesis, focused on RC4 analysis and
implementation, will be summarized after a short description of the cipher.

1.3.1 Description of RC4

One of the main ideas for building a stream cipher relies on constructing a pseu-
dorandom permutation and thereafter extracting a pseudorandom sequence of
words from this permutation. RC4 follows this design principle to extract
pseudorandom bytes from pseudorandom permutations.

The cipher consists of two major components, the Key Scheduling Algo-
rithm (KSA) and the Pseudorandom Generation Algorithm (PRGA). The in-
ternal state of RC4 contains a permutation of all 8-bit words, i.e., a permuta-
tion of N = 28 = 256 bytes, and the KSA produces the initial pseudorandom
permutation of RC4 by scrambling an identity permutation using the secret
key k. The secret key k of RC4 is of length typically between 5 to 32 bytes,
which generates the expanded key K of length N = 256 bytes by simple repe-
tition. If the length of the secret key k is l bytes (typically 5 ≤ l ≤ 32), then
the expanded key K is constructed as K[i] = k[i mod l] for 0 ≤ i ≤ N − 1.
The initial permutation produced by the KSA acts as an input to the next
procedure PRGA that generates the keystream. The RC4 algorithms KSA
and PRGA are depicted in Figure 1.4.

RC4 KSA
(rounds = 256)

K[i] = k[i mod l]
j = j + S[i] + K[i]
Swap S[i]↔ S[j]
i = i + 1

S
(identity)

k

i = 0
j = 0

RC4 PRGA
(rounds = # bytes required)

i = i + 1
j = j + S[i]
Swap S[i]↔ S[j]
Z = S[S[i] + S[j]]

S
(after KSA)

i = 0
j = 0

Z
(after each

round)

Figure 1.4: Description of RC4 stream cipher.

Notation: For round r = 1, 2, . . . of RC4 PRGA, we denote the indices by
ir, jr, the keystream output byte by Zr, the output byte-extraction index as



15 1.3 Motivation of the Thesis

tr = Sr[ir] + Sr[jr], and the permutations before and after the swap by Sr−1

and Sr respectively. After r rounds of KSA, we denote the state variables
by adding a superscript K to each variable. By SK0 and S0, we denote the
initial permutations before KSA and PRGA respectively. Note that SK0 is the
identity permutation and S0 = SKN is the permutation obtained right after
the completion of KSA. Throughout this thesis, all additions (subtractions) in
context of RC4 are to be considered as ‘addition (subtraction) modulo N ’, and
all equalities in context of RC4 are to be considered as ‘congruent modulo N ’.

1.3.2 Choice of RC4 for analysis and implementation

A closer look at RC4, as described in Figure 1.4 and again presented as a
formal algorithm in Table 1.1, leaves one wondering whether these four lines
of core code, too simple even for a toy cipher, can generate a pseudorandom
keystream as demanded of a stream cipher. That’s the beauty of RC4! Since
its public reveal through Internet leakage in 1994 [124], the sheer elegance
and enigmatic appeal of the cipher has roots in its simple design, which is
undoubtedly the simplest for any practical cryptographic algorithm to date.

Table 1.1: The RC4 Algorithm: KSA and PRGA.

Key Scheduling (KSA) Pseudorandom Generation (PRGA)

Input: Secret Key k.
Output: S-Box S0 generated by k.
Initialize SK

0 = {0, 1, 2, . . . , N − 1},
K[i] = k[i mod l] and iK

0 = jK
0 = 0;

for r = 1, . . . , N do
jK

r = jK
r−1 + SK

r−1[iK
r ] + K[iK

r ];
Swap SK

r−1[iK
r ]↔ SK

r−1[jK
r ];

iK
r = iK

r−1 + 1;
end

Input: S-Box S0, output of KSA.
Output: Random stream Z.
Initialize the counters: i0 = j0 = 0;
for r = 1, 2, . . . do

ir = ir−1 + 1;
jr = jr−1 + Sr−1[ir];
Swap Sr−1[ir]↔ Sr−1[jr];
Output Zr = Sr[Sr[ir] + Sr[jr]];

end

The simplicity in design has attracted everyone towards this cipher. It has
been a hit in the software industry for decades, and has been adopted as the
core cipher for numerous web and software applications like Microsoft Win-
dows, Apple OCE, Secure SQL, to name a few. The most pervasive application
of RC4 however, has been in standardized web and network security protocols.
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RC4 in Security Protocols

IEEE 802.11 standard protocol for WiFi security used to be Wired Equiva-
lent Privacy (WEP), which has now been replaced by Wi-Fi Protected Access
(WPA). Both WEP and WPA use RC4 as their core module. In case of WEP,
the protocol uses RC4 with a pre-shared key appended to a public initializa-
tion vector (nonce) for self-synchronization. Using the technique of related key
attacks on RC4, this scheme has been broken through passive full-key recovery
attacks, and thus WEP is considered insecure in practice.

To mitigate this problem, WEP has been replaced by WPA. The goal of
WPA was to resolve all security threats of WEP. However, the original WEP
protocol was extensively adopted by the industry, and it was already imple-
mented in several commercial products, both in software and hardware. This
rendered a design of WPA from scratch quite impractical and costly. The
work-around was to fix the full-key recovery problems of WEP using a patch,
as minimal as possible, on top of the original protocol. WPA accomplished
this by introducing a key fixing function to feed the RC4 core with different
unrelated keys for each packet. In addition to this, WPA incorporated a packet
integrity protection scheme to prevent replay and alteration of the initialization
vector, which is a main tool in active attacks.

It is nowadays recommended by the Wi-Fi alliance to use WPA2, which
uses AES block cipher as the core instead of RC4. However for hardware
based applications and products using WEP, and later WPA, it is neither cost
effective nor easy to migrate completely away from the RC4 core. Even with
the proven weaknesses in WEP, a large number of applications still have an
active option for the protocol, and users quite frequently opt for the simplicity
of WEP over WPA or WPA2. Thus, RC4 continues to dominate the domain of
network security to date, through the most widely used IEEE 802.11 security
protocols WEP and WPA.

Another prominent use of RC4 in web security is through Transport Layer
Security (TLS) and its predecessor, Secure Sockets Layer (SSL), which provide
communication security over the Internet. The RC4 suite is considered to be
one of the best choices for use in SSL/TLS, as it can prevent popular attacks
on the protocol that primarily target the CBC cipher suite. Even though a
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new attack [5] on the RC4 suite of TLS has been proposed in 2013, it still
remains the most popular cipher for the protocol. It is even being debated
whether one should fix the recently discovered problems with a patch.

In short, the users and the industry have been obsessed with RC4 for all
possible web and network security solutions for more than two decades, and
the cipher still remains the most popular, most studied and most debated
symmetric key algorithm in practice.

RC4 in Academic Literature

Since 1994, when the design of this cipher came public, cryptanalysts around
the world have targeted the simplest modern cipher, in both its theoretical
form as well as in its practical applications. Although there had been successful
breaches against some practical protocols using RC4, the stand-alone cipher
is still quite robust at the core. It is this stunning combination of robustness
and simplicity of RC4 that has attracted analysts for the last two decades.

There have been a large number of academic papers on RC4 analysis pub-
lished during the last two decades at top cryptography conferences and jour-
nals. The first attack on RC4 published in the academic literature was a
linear statistical distinguisher presented by Golic in EUROCRYPT’97 [52],
later extended to an IEEE-IT publication [53] in 1999. Analytic results on
the cipher and related security protocols have resulted in three Master’s the-
ses [100, 108, 145], two PhD theses [116, 134], and one book [119] to date. In
addition to this, parts of several other research theses and monographs have
resulted from RC4 cryptanalysis and related studies.

In spite of the vast literature of RC4 analysis since its public appearance
in 1994, the field is nowhere close to saturation. RC4 is thought to be ‘broken’
by some, and yet, attempts at ‘breaking’ the cipher and related protocols
are getting published at top conferences, like FSE’08 [96], CRYPTO’08 [107],
FSE’09 [104], SAC’10 [136], SAC’11 [131], FSE’11 [98], EUROCRYPT’11 [137],
quite regularly over the last five years. Our work on RC4 analysis is due
to appear in the Journal of Cryptology in 2013 [132]. Most recently, the
IACR conference FSE’13 has witnessed two contributory papers [70, 135] and
an invited talk by Dan Bernstein [14], presenting recent results on analysis of
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RC4 and its practical applications in WEP, WPA and TLS. This corroborates
the fact that the enigmatic charm of RC4 is still alive and thriving in the
community; and that it still offers a plethora of research problems to inspire
cryptanalysts worldwide, amateurs and veterans alike.

Intellectual Properties based on RC4

RC4 has been the cipher of choice for numerous practical implementations
over the last two decades. It has been projected primarily as a software stream
cipher, as a software implementation of RC4 is quite simple for any general
purpose processor and any software platform. Detailed comparison of the
software performance of RC4 against modern stream ciphers is given in [41].

However, if we take a look at the other side of the coin, the nontrivial aspect
of hardware implementation of RC4, we find something interesting. There have
been a few hardware designs proposed in the literature, and the motivation has
been efficiency in speed versus the hardware footprint. In 2003, a patent by
Matthews Jr. [106] was disclosed, which provided an efficient RC4 architecture
using hardware pipelining and block RAMs. After a gap of five years, another
patent by Matthews Jr. [105] was disclosed in 2008, which proposed a new
design for RC4 hardware using pipeline architecture. The patents acquired on
hardware designs of RC4 prove the practical viability of its implementations,
and allures a researcher to drive for an even better architecture.

Choice of RC4

In view of the discussion so far, RC4 stands out amongst all modern stream
ciphers due to the following properties:

• Most widely used stream cipher – especially in web and network security.

• Simplest and oldest cipher to withstand decades of analysis, thus com-
manding the respect and interest of the cryptanalyst community.

• Well studied, well understood, but still offering bouquet of research prob-
lems; even after two decades of analysis and attacks.

• Software cipher with patented hardware designs – unusual and intriguing.
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In summary, there is no other stream cipher that is interesting enough in com-
parison with RC4 if one aims at cryptanalysis and practical implementation.
Thus, we choose RC4 for the problems discussed in this thesis, and the moti-
vation for the particular research problems arises as follows.

1.3.3 Motivation for RC4 Analysis

There is an open problem for everyone who wants to explore the existing
literature of RC4 analysis, as detailed in Chapter 2. The previous cryptanalytic
results on the cipher, covering over fifty prominent research publications, have
opened more problems and research directions in this field than for any other
stream cipher. The problems discussed in this thesis are motivated as follows.

Effect of keylength on RC4 biases

In SAC 2010, Sepehrdad, Vaudenay and Vuagnoux [136] reported a strong
empirical bias in the event (S16[j16] = 0 | Z16 = −16) and mentioned that
no explanation of this bias could be found. A related bias of the same order
involving the event (SK17[16] = 0 | Z16 = −16) has been empirically reported
in [134, Section 6.1], and this has been used to mount WEP and WPA attacks
on RC4. Our first motivation was to investigate the source of the number 16
in both the cases, which led to the following problem.

Problem 1a. Some of the empirical biases observed by Sepehrdad, Vaudenay
and Vuagnoux [136] seem to be related to the length of the secret key
used in RC4. If this is the case, is it possible to identify and prove such
general relations between the keylength to the keystream biases in RC4?

Detailed study and analysis of this problem have led us to keylength-dependent
conditional biases in RC4, a completely new field of RC4 analysis, hitherto
unknown to the community. We present a detailed study in Chapter 3.

In a recent invited talk [14] at FSE 2013, Bernstein disclosed an attack on
TLS, which in fact is one of the most significant attacks on any RC4 based pro-
tocol. In this work [5], the authors AlFardan, Bernstein, Paterson, Poettering
and Schuldt identified a strong negative bias in Z1 towards 129 (for N = 256),
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which was not observed in the earlier works [112, 132] on the first keystream
byte Z1. We observe (experimentally) that this bias is in fact dependent on
the length of the RC4 secret key, and occurs only for certain values of the
keylength. To understand this issue better, we take up the following problem.

Problem 1b. Investigate the negative bias of Z1 towards 129 (N = 256), as
observed by AlFardan, Bernstein, Paterson, Poettering and Schuldt [5],
and identify its keylength dependence characteristics.

We discover an intriguing connection of this bias with “anomalies” in the dis-
tribution of the state array S0 after the RC4 KSA, a mysterious problem open
for more than a decade, since the observation by Mantin [100]. In Chapter 3,
we present our observations and proofs in connection with the keylength de-
pendence of this bias and that of the anomalies.

Discovery and proof of biases involving state variables

Along a similar line of investigation of other empirical biases presented in SAC
2010 by Sepehrdad, Vaudenay and Vuagnoux [136], we find several biases that
depend on the state variables of RC4. These biases are quite strong and may
be useful in practical attacks, although none were theoretically justified. In
addition, we observe critical non-randomness in the behavior of the index j

over the first few rounds of RC4 PRGA. This again, may pose serious security
threats, once completely understood. Quite often the quest for theoretical
justification of experimental results open up new avenues to explore further.
Thus, we raise the following research problems to probe deeper.

Problem 1c. Prove all known significant biases of RC4 involving the state
variables, as empirically observed in [136]. In addition, is it possible to
identify and prove other interesting biases of similar nature?

Problem 1d. It seems that the index j exhibits certain non-random behavior
in the initial rounds of RC4 PRGA. Is it possible to completely charac-
terize the (non-)randomness of index j throughout RC4 PRGA?

Investigation on these problems led to several theoretical results that comple-
ment the current literature of RC4 biases. We discuss the results in Chapter 4.



21 1.3 Motivation of the Thesis

Discovery and proof of keystream biases

In the quest for proving known significant biases, we turn our attention to
the biases in the keystream, most effective for practical attacks. We notice
that although the best known bias of RC4, for the second output byte Z2, was
proved [103] back in 2001, no serious attempt has been made to find and prove
all prominent biases in the other initial bytes of RC4.

In CRYPTO 2002, Mironov [112] observed that the first byte Z1 of RC4
keystream has a negative bias towards zero, and also found an interesting non-
uniform probability distribution (similar to a sine curve) for all other values of
this byte. However, the theoretical proof remained open for almost a decade.
We take up the challenge.

Problem 1e. Theoretically justify the sinusoidal probability distribution of
Z1 and its negative bias towards zero, as observed by Mironov [112].

In Chapter 5, for the first time in the literature, we derive the complete theo-
retical distribution of Z1, and prove all related biases.

Looking back at the FSE 2001 paper by Mantin and Shamir [103], which
proved the bias in the second byte Z2 towards zero, we find that the authors
claimed of no such bias existing in any subsequent byte in the keystream. We
decide not to take this claim on face-value, but to explore further.

Problem 1f. Identify all significant biases towards zero in the initial bytes of
RC4 keystream (Z3 to Z255), and prove all subsequent results.

During this investigation, contrary to this claim by Mantin and Shamir [103],
we find that all the initial bytes Z3 to Z255 of RC4 keystream are biased towards
zero. We present a detailed account of this result in Chapter 5.

In the recent work of AlFardan, Bernstein, Paterson, Poettering and
Schuldt [5, 14], to appear in USENIX Security Symposium 2013, the authors
identified all initial keystream biases in RC4 through extensive experimenta-
tion, and utilized those to mount attacks on TLS and WPA. This identified
several unproved biases in the initial bytes of the RC4 keystream. To comple-
ment and complete the RC4 literature of biases, we target the following.
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Problem 1g. Prove all significant biases in the initial bytes of RC4 keystream
identified by AlFardan, Bernstein, Paterson, Poettering and Schuldt [5].

Some of the identified biases of RC4 already has theoretical justification in the
literature [70, 127, 131, 132]. We attempt only the unproved or the partially
proved ones, and present a systematic account of all such proofs in Chapter 5.

It is well-known that biases in the initial rounds of RC4 has no effect if
one throws away some initial bytes from the keystream of RC4. This naturally
motivates a quest for long-term biases in the RC4 output, if any exists.

Problem 1h. Experimentally discover and subsequently prove biases in RC4
keystream which remain effective even after discarding the initial bytes.

In Chapter 5, we observe and prove a new long-term bias in RC4 keystream.

In summary, we consider the aforesaid eight problems 1a-1h as our target
for RC4 analysis, and we present all relevant results in Part I on this thesis.
The results thus obtained fit nicely into the flow of the RC4 literature to date,
as depicted in Figure 2.1 of Chapter 2.

1.3.4 Motivation for RC4 Implementation

Efficiency in terms of ‘keystream throughput’ has always been a benchmarking
parameter for stream ciphers. The efficiency of the RC4 obviously depends
on the efficiency of KSA and PRGA. While the KSA invokes a fixed cost
for generating the initial pseudorandom state, the PRGA incurs a variable
cost in terms of the number of keystream bytes to be generated. An efficient
implementation of RC4 would aim to minimize the cost for per round of KSA
and PRGA to provide better throughput.

In this thesis, we focus on efficient high-throughput hardware implementa-
tion of the cipher. The main motivation is to test the limits to which RC4,
the popular ‘software’ stream cipher, can be pushed in terms of throughput
efficiency on a dedicated hardware platform. If the hardware throughput of
RC4 is sufficiently good as per current standards, we will have a stronger case
in support of using this time-tested cipher. Furthermore, systematic study of
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the exploitable fine-grained parallelism may aid software developers to attempt
better performance in modern parallel processors.

Although there have been a few attempts to propose efficient hardware
implementation [46, 62, 89] of RC4, the basic issue remained ignored that the
design motivation should be initiated by the following question:

“In how many clock cycles can a keystream byte be generated at the
PRGA stage in an RC4 hardware?”

To the best of our knowledge, this line of thought has never been studied and
exercised in a disciplined manner in the literature, which is quite surprising.

A 3 cycles-per-byte efficient implementation of RC4 on a custom pipelined
hardware was first proposed by Kitsos et al [79] in 2003. In the same year, a
patent by Matthews Jr. [106] was disclosed, which provided a similar 3 cycles-
per-byte architecture using hardware pipelining. After a gap of five years,
another patent by Matthews Jr. [105] was disclosed in 2008, which proposed a
new design for RC4 hardware using pipeline architecture. This could increase
the efficiency of the cipher to obtain 1-byte-per-cycle in RC4 PRGA. To the
best of our knowledge, no further efficiency improvement for RC4 hardware
has been proposed in the existing literature.

We pose and answer the following research problems in this thesis:

Problem 2a. Is it possible to provide a simpler alternative to the best existing
designs for RC4 hardware that would yield the same throughput?

Problem 2b. Is it possible to design a new RC4 hardware that would yield
a better throughput compared to the best existing architecture?

We discuss and present solutions to both the problems in this work. Problem 2a
has been treated in Chapter 7, while Problem 2b has been solved in Chapter 8.

1.4 Organization of the Thesis

As outlined in Sections 1.3.3 and 1.3.4, we consider the following ten research
problems as a backbone for this thesis on analysis and implementation of RC4.
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Problem 1a. Some of the empirical biases observed by Sepehrdad, Vaudenay
and Vuagnoux [136] seem to be related to the length of the secret key
used in RC4. If this is the case, is it possible to identify and prove such
general relations between the keylength to the keystream biases in RC4?

Problem 1b. Investigate the negative bias of Z1 towards 129 (N = 256), as
observed by AlFardan, Bernstein, Paterson, Poettering and Schuldt [5],
and identify its keylength dependence characteristics.

Problem 1c. Prove all known significant biases of RC4 involving the state
variables, as empirically observed in [136]. In addition, is it possible to
identify and prove other interesting biases of similar nature?

Problem 1d. It seems that the index j exhibits certain non-random behavior
in the initial rounds of RC4 PRGA. Is it possible to completely charac-
terize the (non-)randomness of index j throughout RC4 PRGA?

Problem 1e. Theoretically justify the sinusoidal probability distribution of
Z1 and its negative bias towards zero, as observed by Mironov [112].

Problem 1f. Identify all significant biases towards zero in the initial bytes of
RC4 keystream (Z3 to Z255), and prove all subsequent results.

Problem 1g. Prove all significant biases in the initial bytes of RC4 keystream
identified by AlFardan, Bernstein, Paterson, Poettering and Schuldt [5].

Problem 1h. Experimentally discover and subsequently prove biases in RC4
keystream which remain effective even after discarding the initial bytes.

Problem 2a. Is it possible to provide a simpler alternative to the best existing
designs for RC4 hardware that would yield the same throughput?

Problem 2b. Is it possible to design a new RC4 hardware that would yield
a better throughput compared to the best existing architecture?

Structuring the material

This thesis is in two parts. The eight problems 1a–1h are considered our target
for RC4 analysis, and we present all relevant results in Part I of this thesis.
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The last two problems 2a–2b are studied as a part of RC4 implementation,
and all relevant results are presented in Part II of this thesis. In summary, we
answer the ten research problems 1a–1h and 2a–2b posed above, in accordance
with the structure described in Table 1.2.

Table 1.2: Structure of the Thesis

Chapter 1 – Preliminaries and Motivation
Part I – Analysis of RC4 Part II – Implementation of RC4
Chapter 2 – Overview Chapter 6 – Overview
Chapter 3 – Problems 1a, 1b Chapter 7 – Problem 2a
Chapter 4 – Problems 1c, 1d Chapter 8 – Problem 2b
Chapter 5 – Problems 1e, 1f, 1g, 1h

Chapter 9 – Conclusion and Open Problems

The reader may choose to combine Chapter 1 and Chapter 9 with either
Part I or Part II to get two independent self-contained pieces to read.

Publications included in this Thesis

This thesis is built upon two journal papers [129, 132], four conference pa-
pers [98,99,131,133], and one IACR ePrint report [128].

The following publications are included in Part I of this thesis. The journal
paper [132] is a consolidation and considerable extension of the conference
papers [98,131], while the most recent works [99,128] are independent of these.
The results presented in these papers are organized categorically, and hence
assembled and distributed as required, over Chapters 3, 4 and 5 of this thesis.

1. Sourav Sen Gupta, Subhamoy Maitra, Goutam Paul, and Santanu
Sarkar. (Non–)random sequences from (non–)random permutations –
analysis of RC4 stream cipher. Journal of Cryptology, 2013. To appear.
Published online Dec 2012, DOI: 10.1007/s00145-012-9138-1. Ref. [132]

2. Santanu Sarkar, Sourav Sen Gupta, Goutam Paul, and Subhamoy
Maitra. Proving TLS-attack related open biases of RC4. IACR Cryptol-
ogy ePrint Archive, 2013:502, 2013. Ref. [128]
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3. Subhamoy Maitra and Sourav Sen Gupta. New long-term glimpse of
RC4 stream cipher. In Aditya Bagchi and Indrakshi Ray, editors, ICISS,
volume 8303 of Lecture Notes in Computer Science, pages 230–238.
Springer, 2013. Ref. [99]

4. Subhamoy Maitra, Goutam Paul, and Sourav Sen Gupta. Attack on
broadcast RC4 revisited. In FSE, volume 6733 of Lecture Notes in Com-
puter Science, pages 199–217. Springer, 2011. Ref. [98]

5. Sourav Sen Gupta, Subhamoy Maitra, Goutam Paul, and Santanu
Sarkar. Proof of empirical RC4 biases and new key correlations. In
Selected Areas in Cryptography, volume 7118 of Lecture Notes in Com-
puter Science, pages 151–168. Springer, 2011. Ref. [131]

The following publications are included in Part II of this thesis. The journal
paper [129] is a considerable extension of the conference paper [133]. It is
mostly the material of [133] that is presented in Chapter 7, while the extended
portion in [129] is discussed in Chapter 8 of this thesis.

6. Sourav Sen Gupta, Anupam Chattopadhyay, Koushik Sinha, Subhamoy
Maitra, and Bhabani P. Sinha. High-performance hardware imple-
mentation for RC4 stream cipher. IEEE Transactions on Computers,
62(4):730–743, 2013. Ref. [129]

7. Sourav Sen Gupta, Koushik Sinha, Subhamoy Maitra, and Bhabani P.
Sinha. One byte per clock: A novel RC4 hardware. In INDOCRYPT,
volume 6498 of Lecture Notes in Computer Science, pages 347–363.
Springer, 2010. Ref. [133]
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Chapter 2
Overview of RC4 Analysis

The goal of RC4 is to produce a pseudorandom sequence of bytes from the
internal permutation, which in turn should be pseudorandom. Hence, one
of the main ideas for RC4 cryptanalysis is to investigate for biases, that is,
statistical weaknesses that can be exploited to computationally distinguish the
keystream of RC4 from a truly random sequence of bytes with a considerable
probability of success.

The target of an attack on RC4 may be to exploit the non-randomness in the
internal state of the stream cipher, or the non-randomness of byte-extraction
from the internal permutation. Both ideas have been put to practice in various
ways in the literature, and the main theme of attacks on RC4 has been in four
major directions, as follows.

1. Weak keys, Key recovery from the internal state, and related attacks [4,
13,15,17,31,60,77,104,117,125,150]

2. Key recovery from the keystream [44,80,84,85,101,134–137,146,147,149]

3. State recovery from the keystream [54,57,81,107,113,139,148]

4. Biases, Distinguishers, and related attacks [5,12,45,52,70,75,98,102,103,
112,118,125,127,128,131,132,134,136,137]

Figure 2.1 gives a chronological summary of the major RC4 cryptanalytic re-
sults to date. We also describe, in brief, each of these major attacks to form a
comprehensive overview of the current literature on RC4 analysis.
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Chapter 2: Overview of RC4 Analysis

2.1 Weak keys and Key recovery from state

Weaknesses of RC4 keys and KSA has attracted quite a lot of attention from
the community. In particular, Roos [125] and Wagner [150] showed that for
specific properties of a ‘weak’ secret key, certain undesirable biases occur in
the internal state and in the keystream. Grosul and Wallach [60] demon-
strated that certain related-key pairs generate similar output bytes in RC4, and
later Biham and Dunkelman [17] found better related key constructions. Mat-
sui [104] found much stronger key collisions in the cipher in 2009, and recently,
there has been some more results on key collision by Chen and Miyaji [31],
and partial key collision by Maitra, Paul, Sarkar, Lehmann and Meier [97].
A direct approach for key recovery from the internal permutation of RC4 was
first proposed by Paul and Maitra [117], and was later studied by Biham and
Carmeli [15], Khazaei and Meier [77], Akgün, Kavak and Demirci [4], and Basu,
Maitra, Paul and Talukdar [13]. Brief summary of each result is as follows.

2.1.1 Weak keys

This line of analysis targets a specific set (however small) of keys in RC4 which
leave certain characteristic traces on the internal state of the cipher after key
scheduling (KSA), or on the output keystream bytes. The sets of keys or
specific key-patterns with prominent discoverable traces on the state or the
keystream are called weak keys. Once such prominent traces are observed, an
adversary may attempt a key recovery from the state or the keystream in case
one of the weak keys are used.

Roos weak keys [125]

In 1995, just after the public ‘appearance’ of RC4, Roos [125] discovered the
first set of weak keys for the cipher. He discovered that, given an RC4 key
K[0], . . . , K[l] with K[0] +K[1] = 0, there is a significant probability that the
first byte generated by RC4 will be Z1 = K[2] + 3. In fact, experimentally
he found that the probability of occurrence of this event ranges between 0.12
and 0.16, depending on the values of K[0], K[1], with a mean of approximately
0.138. This is significantly more than the chance of occurrence due to random
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association, which is approximately 0.003906. These findings and related re-
sults were theoretically proved a decade later by Paul, Rathi and Maitra [121].

In an addendum to his original report [125], Roos extended this to the
first two output bytes. He found that keys starting with “00 00 FD” have 0.14
probability of generating keystream which start with “00 00”, and keys starting
with “03 FD FC” have 0.05 probability of generating keystream which start
with “FF 03”. If an 80-bit keys are in use, then these discoveries result in a
key recovery attack on RC4 with 50% chance of success using only 267.8 trials,
as compared to a brute force approach with 279 trials1. For 64-bit keys, the
complexity of this attack is reduced to 251.8 from a brute force complexity of
263 trials2. This was the first successful cryptanalytic attempt on RC4, setting
the stage for a plethora of research initiatives in this direction.

Wagner weak keys [150]

Motivated by the Roos’s post [125], Wagner presented some of his observa-
tions [150] in the same direction. He had independently noticed some of the
results posted by Roos, and had some new ones as well. Wagner used the
observation (independently presented by Roos [125]) that, given an l-byte and
some e < l, there is around 37% probability that element e of the state ta-
ble depends only on elements K[0], . . . , K[e] of the key. He was motivated
by a ‘simplified-exportable-RC4-SSL-variant’ where an adversary can actively
choose or modify the first 10 bytes K[0], . . . , K[9] of a 16-byte key and thus try
to guess the remaining bytes K[10], . . . , K[15]. In such a model, the first three
keystream bytes will reveal K[10], K[11], K[12] with considerable probability
of success, and then the adversary can recover the remaining bytes of the key
by brute force. This approach does reduce the attack complexity, but is not
of much practical interest, as the model considered here does not match the
actual SSL protocol, which uses a hash on the RC4 key before using it.

1Full 80-bit key recovery attack using brute force would require 280 trials. However, key
recovery with 50% chance of success requires 280/2 = 279 trials in brute force attack.

2Key recovery with 50% chance of success requires 264/2 = 263 trials in brute force attack.
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2.1.2 Key collisions

The RC4 KSA is not one-to-one in terms of the secret key and the state of
the cipher produced by KSA. Thus, it may happen that two different secret
keys K1 and K2 generate the same state SK1

N = SK2
N = S0 through KSA, and

produce the same keystream output thereafter. This situation is called key
collision, and constructing a pair of colliding keys is the goal for this attack.

Grosul and Wallach related key-pairs [60]

In 2000, Grosul and Wallach [60] came up with the first construction and
example of key collisions in RC4. However, this was not a complete key colli-
sion, as they propose the construction of related key-pairs for which the output
keystreams match in the initial hundred bytes and then diverge. The idea was
to simply construct the second key of the pair by making two complimentary
changes in the first key (any random key) with the goal of not disturbing the
update process of the state.

Grosul and Wallach first propose a change in the last byte of the key-pair,
so that a difference in only three bytes is created in the state after KSA.
They also suggest complimentary differential changes (+δ,−δ) in the last two
bytes of the key-pair, so that the state after KSA is minimally affected. The
authors produced practical examples of such related key-pairs for 256-byte
(full length) keys, but admitted that their attack was ineffective for shorter
and more practical RC4 keylengths. Recently, this idea has been studied again
by Maitra, Paul, Sarkar, Lehmann and Meier [97].

Biham and Dunkelman differential key-pairs [17]

In 2007, Biham and Dunkelman [17] proposed the first constructive method to
remove the problem of only 256-byte keys in Grosul and Wallach’s attack [60].
They considered practical 32-byte keys for RC4, and proposed to introduce
the differential changes (+1,−1) in the last two bytes of the related key-pair.
Thus, for the first 30 rounds of KSA, the state SK remains identical for both
the keys, and it remains identical even after 32-rounds with probability 2−16.
After KSA is over, the probability that the states SKN = S0 are the same for
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both keys is (2−16)8 = 2−128. Note that for a key-pair with length l, this
probability is approximately (216)N/l, and thus, this related key-pair attack
is not too effective for short keys. In fact, it is elusive whether a practical
example of colliding keys may at all be obtained by this method.

The main idea of [17] behind obtaining a key-collision was to change the
key bytes in two places such that the effect of one difference is nullified by the
other during the course of KSA. However, this intuitive idea did not succeed in
obtaining practical key collisions. Surprisingly, an actual key collision in RC4
was discovered by creating the difference in only one key byte, as in [104].

Matsui key collisions [104]

In 2009, Matsui [104] finally proposed a practical method of constructing col-
liding key-pairs of RC4. In sharp contrast with the previous works of Grosul
and Wallach [60] and Biham and Dunkelman [17], Matsui made no attempts to
introduce self-correcting complimentary differentials in the key-pair. Rather,
the keys were selected to have difference in a single byte, so that the initial
mismatch in the state is nullified at the end of KSA.

The approach of Matsui [104] considered tracking the distance of a key-pair,
which is defined as the number of different bytes in the states at a given round
of KSA. The author designed an algorithm that tracked this distance over all
rounds of KSA and adaptively constructed a related key-pair such that the
distance is not more than 2 in any round. This algorithm effectively generated
practical key collisions, and Matsui reported an example each of colliding key-
pairs of lengths 24, 43 and 64 bytes in his paper [104]. The author also reported
a 20-byte near-colliding key-pair for which the states after the completion of
KSA differed in only two positions.

Chen and Miyaji 22-byte key collision [31]

The strongest practical results on full-key collisions were published in 2011,
by Chen and Miyaji [31]. The motivation of the authors was not to device
theoretical constructions of related keys, but to experimentally find colliding
key-pairs for short and practical keylengths. The main contribution of this
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work is the design of an efficient search algorithm that produces a 22-byte
colliding key-pair of RC4, the shortest one to date. However, finding colliding
key-pairs for the most practical 16-byte key still seems illusive.

Maitra, Paul, Sarkar, Lehmann and Meier near-colliding keys [97]

In 2013, the most recent work related to key collisions was published by Maitra,
Paul, Sarkar, Lehmann and Meier [97]. The authors discover and discuss
methods to construct near-colliding key-pairs such that the states generated
after KSA differ only by a few bytes. The best near-collision of states presented
in this work [97] has 230 (out of N = 256) matching state bytes after KSA.

2.1.3 Key recovery from state

As RC4 PRGA is one-to-one and reversible, it is easy to reach the initial state
S0 from any given state of PRGA. However, it is not so trivial to reverse the
KSA and obtain the secret key. If one can do this efficiently, it is possible to
convert a state-recovery attack on RC4 to a key-recovery attack as well. This
line of key recovery analysis was not considered until quite recent times.

Paul and Maitra equation solving approach [117]

In 2007, Paul and Maitra [117] pioneered this area of analysis in their work
on key recovery by solving system of modular equations. The motivation for
the work arises from the known correlations between key bytes and the PRGA
initial state bytes, as presented by Roos [125] back in 1995. Roos’ observations
and similar results generate a system of modular equations relating sums of
consecutive key-bytes to the individual bytes of the PRGA initial state S0

(refer to [117, 119] for details). The trick is to choose useful equations, with
known values from S0, and solve those systematically for the key-bytes.

However, one should note that the Roos’ correlations and similar results
connecting the key-bytes and the state-bytes are probabilistic in nature. Thus,
the correctness of the solution for the key-bytes probabilistically depends on
the correctness of the chosen equations. The work of Paul and Maitra [117]
does not assume that majority of the equations are correct, as one may always
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cross-check the correctness of a system of equations by running the KSA again.
The authors claim through empirical results that one obtains enough correct
equations in a significant proportion of cases to solve for the correct key.

Biham and Carmeli difference equation approach [15]

In 2008, Biham and Carmelli [15] improved the approach of Paul and
Maitra [117] to achieve more efficient key recovery with the same probabil-
ity of success. The authors replaced the basic modular equations of [117] by
difference equations, generated by taking pairwise differences of the original
equations. The novelty in this idea lies in the observation that the probabil-
ity of these difference equations to be correct are more than the probability
of correctness of the original ones. So, solving the system of difference equa-
tions with the same success probability becomes easier compared to solving
the original modular equations, thus providing a more efficient technique for
key recovery.

Akgün, Kavak and Demirci key byte grouping approach [4]

In 2008, the work of Akgün, Kavak and Demirci [4] further improved the equa-
tion solving approach for key recovery from state. The authors used several
different events to guess each value of the j-index, and then proceeded to solve
the difference equations of Biham and Carmelli [15].

Instead of solving for each key-byte straight away, Akgün, Kavak and
Demirci guessed the sum of key-bytes first, and assigned weighted guess values
to a selection of key-bytes. Then the equation solving took place over groups of
key-bytes, where some of the bytes are already assigned weighted guesses, and
the others are obtained by solving the system of equations. This group-wise
divide and conquer approach for equation solving makes the technique even
more efficient, and one gets a faster key recovery with same success probability.

Khazaei and Meier bit-by-bit approach [77]

In the same year 2008, Khazaei and Meier [77] presented another improvement
on the work of Biham and Dunkelman [15]. They started with the same dif-
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ference equations as [15], but considered a bit-by-bit approach to key recovery.
The basic idea is to convert the probabilistic difference equations into deter-
ministic equations with noise, and recover the key-bytes in a correlation-based
attack using a hypothesis testing approach. This hypothesis testing approach
for key recovery can then be extended to a bit-level decision problem, which
is solved bit-by-bit to obtain the key. The bit-level decision-making process is
performed through a tree-based search algorithm, which claims to have better
complexity compared to the previous key recovery techniques.

Basu, Maitra, Paul and Talukdar bidirectional search [13]

In 2009, Basu, Maitra, Paul and Talukdar [13] employed a bidirectional search
algorithm for guessing the key-bytes, to introduce some parallelism in the
search process. Instead of guessing the key-bytes contiguously, the authors si-
multaneously guessed the lower-index key-bytes using the lower-index S0-bytes,
and the higher-index key-bytes using the higher-index S0-bytes. Cross-checking
is done for consistency at regular intervals by running KSA with the guessed
values of key-bytes, and matching known values of j. This inherently parallel
key-recovery process was naturally faster, and the authors of [13] estimated
the recovery of 16-byte secret keys with success probability 0.1409, which was
almost twice the earlier best known value of 0.0745 reported in [4].

2.2 Key recovery from keystream

Key recovery from the keystream primarily exploits the use of RC4 in WEP
and WPA. The analysis by Fluhrer, Mantin and Shamir [44] and Mantin [101]
are applicable towards RC4 in WEP mode, and there are quite a few practical
attacks [80, 84, 85, 135–137, 146, 149] on the WEP protocol as well. After a
practical breach of WEP by Tews, Weinmann and Pyshkin [147] in 2007, the
new variant WPA came into the picture. This too used RC4 as a backbone,
and the most recent result published Sepehrdad, Vaudenay and Vuagnoux [137]
mounts a distinguishing attack as well as a key recovery attack on RC4 in WPA
mode, later improved in [134]. A brief summary of each of these attacks is as
follows.
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2.2.1 Attacks on WEP

WEP, the RC4-based protocol, had initially been the choice for IEEE 802.11
standard, thus making it an attractive target for cryptanalysts. For robust-
ness against packet loss due to transmission errors, the protocol is designed
to encrypt the packets independently. However, as RC4 does not inherently
support an IV, the WEP protocol generates 64 to 128-bit session keys for each
packet, using a 3-byte IV concatenated with a 5 to 13-byte secret key.

In practice, the IV is generated using a counter, incremented to produce
slightly different keys to encrypt each packet. As a relevant portion of the
plaintext in the WEP protocol is practically constant, and some other bytes
are predictable, the adversary has access to a considerable number of known
plaintext-ciphertext pairs. Thus the most desirable attack on WEP is to re-
cover the secret key K from the known IV (first three bytes of K) and known
values of RC4 keystream bytes obtained from the plaintext-ciphertext pairs.

Fluhrer, Mantin and Shamir related-key attack on WEP [44]

The main idea of related-key attacks on RC4 in the WEP mode was introduced
by Fluhrer, Mantin and Shamir [44] in 2001. They described their attack idea
in theory, and claimed that approximately 4 million packets were sufficient to
recover the WEP secret key with success probability 0.5. This is based on
the implementation of WEP using incremental IVs for consecutive packets.
In practice, this estimate is close to 5 to 6 million packets, as later verified
experimentally by Stubblefield, Ioannidis and Rubin [143,144].

Korek practical attacks on WEP [84,85]

In 2004, Korek’s work [84, 85] initiated the next generation of WEP attacks,
where practical key recovery algorithms took the center stage. In fact, there
was no theoretical analysis in [84, 85], and only practical implementations of
WEP attacks in the form of the Aircrack-ng software [37] were put forward.
The attack complexity was reduced to about 100,000 packets for a success
probability of 0.5.
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Mantin attack on RC4 and WEP [101]

In 2005, Mantin [101] utilized the well-known Jenkins’ correlation or the
glimpse bias [75] to mount a key recovery attack on RC4 in the WEP mode.
Mantin’s attack improved that of Fluhrer, Mantin and Shamir [44] in terms
of complexity, and remained effective even if the first N = 256 bytes of the
keystream were discarded. No practical timings were reported for general WEP
scenario, but it was claimed that 16-byte key recovery was possible in 248 steps
using 217 short keystreams generated from different chosen IVs. The data com-
plexity was estimated as 222 if the IV was concatenated after the secret key.
This work [101] also introduced the notion of fault injection in WEP attacks,
and claimed that only 214 faulted keystreams could be used to recover the
internal state and the secret key.

Klein attack on WEP [80]

In 2006, Klein’s work [80] presented a new attack strategy on WEP, which
claimed to improve the complexity to 25000 packets for a 0.5 probability of
success. However, these estimates were only theoretical, as no practical imple-
mentation of this attack was made in [80]. Later in 2010-11, Sepehrdad, Vau-
denay and Vuagnoux [136, 137] implemented this attack and verified that the
practical complexity was approximately 60000 packets for Klein’s attack [80].

Tews, Weinmann and Pyshkin 60-second attack on WEP [147]

In 2007, the first hands-on practical attack on WEP was demonstrated by
Tews, Weinmann and Pyshkin [147], where the attack complexity is reduced
to 40000 packets, with a brute force on 106 most probable secret keys. No
theoretical analysis was presented in this work [147], but the practical results
could mount a key recovery attack on WEP in under 60 seconds.

Vaudenay and Vuagnoux attack on WEP [149]

In the same year 2007, Vaudenay and Vuagnoux [149] presented another prac-
tical work in the same direction, without any theoretical analysis. This work
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could further reduce the complexity of key recovery to about 32700 packets
generated using random IVs, where 106 most probable secret keys were brute
forced. The success probability was 0.5, same as before.

Tews and Beck attack on WEP [146]

In 2009, Tews and Beck [146] reimplemented an optimized version of the Vau-
denay and Vuagnoux [149] attack using the Aircrack-ng software in ‘interactive
mode’. The use of this mode was quite novel, and the complexity of the at-
tack could be reduced to 24200 packets with the same number of brute forced
keys and with the same probability of success. Later in 2010-11, Sepehrdad,
Vaudenay and Vuagnoux [136, 137] repeated this attack using Aircrack-ng in
a non-interactive mode, and could only obtain a complexity of 30000 packets.

Sepehrdad, Vaudenay and Vuagnoux attacks on WEP [134,136,137]

During 2010-12, Sepehrdad, Vaudenay and Vuagnoux [134,136,137] presented
several attacks on WEP, continuously evolving and improving over the earlier
results. In [136], the authors discovered several new statistical biases of RC4,
and used some of them to mount a key recovery attack on WEP. Carefully
chosen biases from the existing literature and the new findings led to a key
recovery of WEP with only 9800 packets in less than 20 seconds time. This
proved to be much faster in comparison with the previous best attack of Tews
and Beck [146]. In [137], Sepehrdad, Vaudenay and Vuagnoux estimated that
optimized implementations of the key-recovery attack on WEP can recover the
key from only 4000 packets, if one assumes that the first bytes of the plaintexts
are known for each packet. In 2012, these results on WEP key recovery were
substantially improved in [134] under the name ‘Tornado Attack’, and the new
results arising from this attack were formally presented in [135] by Sepehrdad,
Susil, Vaudenay and Vuagnoux.

Sepehrdad, Susil, Vaudenay and Vuagnoux passive attack [135]

This paper by Sepehrdad, Susil, Vaudenay and Vuagnoux [135] is the most
recent result on WEP analysis, reporting extremely fast and optimized active



Chapter 2: Overview of RC4 Analysis

and passive key recovery attacks against the protocol. The motivation of this
work is based on the earlier results from [137], where the theoretical estimates
for packet complexity was not entirely correct. The authors show in [135]
that in practice, the number of packets required for the attack of [137] is
considerably higher than the claimed value of 4000.

After correcting the estimates of [137], the authors report an active at-
tack on 104-bit WEP, based on ARP injection, requiring 22500 packets for
a success probability of 0.5. This attack is practically tested and verified in
Aircrack-ng software, used in non-interactive mode. In the interactive mode,
however, Aircrack-ng requires only 19800 packets to recover the 104-bit WEP
key through this active attack. The passive attack presented in this work [135]
requires only 27500 packets to recover a 104-bit WEP key. This work [135]
presents the best known key recovery attacks on WEP to date.

A summary of WEP attacks, in terms of packet complexity, is presented
in Table 2.1. The shaded rows in the table refer to attacks that report only
theoretical estimates, and provide no practical measure for packet complexity.

Table 2.1: Summary of WEP attacks in terms of packet complexity.

Year Reference Type Packets
2001 FMS theory [44] Passive (estimate) 4,000,000

FMS verified [143,144] Passive (actual) 5,500,000
2004 Korek [84,85] Passive (Aircrack-ng) 100,000
2006 Klein theory [80] Passive (estimate) 25,000

Klein verified [136,137] Passive (actual) 60,000
2007 TWP attack [147] Passive (actual) 40,000
2007 VV attack [149] Passive (actual) 32,700
2009 Tews-Beck [146] Interactive (Aircrack-ng) 24,200

TB verified [136,137] Non-Int. (Aircrack-ng) 30,000
2010 SVV attack [136] Passive (estimate) 9,800
2011 SVV attack [137] Passive (estimate) 4,000
2013 SSVV attack [135] Passive (actual) 27,500
2013 SSVV attack [135] Non-Int. (Aircrack-ng) 22,500
2013 SSVV attack [135] Interactive (Aircrack-ng) 19,800
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2.2.2 Attacks on WPA

When WEP was proved to be weak in terms of related-key attacks, the 802.11
standard adapted to the WPA protocol for confidentiality. WPA can be
thought of as a wrapper on top of WEP to provide good key mixing fea-
tures. WPA introduces a key hashing module in the original WEP design to
defend against the Fluhrer, Mantin and Shamir attack [44].

It also includes a message integrity feature and a key management scheme to
avoid key reuse in the protocol. The key mixing stage takes as input a temporal
key, the transmitter address and a 48-bit IV (implemented as a counter), and
outputs the main RC4 key, which is claimed to be unrelated for consecutive
packets, and not repeated for 248 packets with different IVs. Once this RC4
session key for an individual packet is obtained, the original WEP algorithm
comes into effect to encrypt the plaintext, concatenated with the message
integrity code. It is an interesting line of analysis to seek weaknesses in the
WPA protocol, which is robust against most WEP vulnerabilities.

Tews and Beck data-injection [146]

In 2009, Tews and Beck [146] presented the first practical attack on the WPA-
PSK protocol. However, the goal of the attack was to inject data in the
encrypted channel, and it was not any form of key recovery attack as such.

Sepehrdad, Vaudenay and Vuagnoux attacks on WPA [134,137]

During 2011-12, Sepehrdad, Vaudenay and Vuagnoux [134,137] presented the
first practical key recovery attack on WPA. The authors first described a dis-
tinguisher of complexity 243 for WPA, with a packet complexity of 240 and
probability of success 0.5. Thereafter, based on several partial key recovery
approaches, the authors presented a new attack to recover the full 128-bit tem-
porary key of WPA by using only 238 packets. The time complexity of this
key-recovery attack was theoretically estimated as 296 in [134,137].
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2.3 State recovery attacks

RC4 has a state-space of size N ! × N2, where the N ! term comes from the
permutation space of the N -byte S array, and N2 is due to all possible pairs of
values for i, j. In practice, for N = 256, the state-space becomes 256!×2562 ≈
21700, which makes a state-recovery attack extremely challenging for RC4.

The first important state recovery attack was due to Knudsen, Meier and
Preneel [81]. After a series of improvements by Mister and Tavares [113],
Golic [54], Shiraishi, Ohigashi and Morii [139], and Tomasevic, Bojanic and
Nieto-Taladriz [148], the best attack was published by Maximov and Khovra-
tovich [107]. A contemporary result by Golic and Morgari [57] makes some
critical comments on [107], and claims to improve the attack of [107] even fur-
ther by iterative probabilistic reconstruction of the RC4 internal states. Brief
summary of each of these attacks is as follows.

Knudsen, Meier and Preneel branch-and-bound approach [81]

In 1998, Knudsen, Meier and Preneel [81] proposed the first effective state
recovery attack on RC4 that reduced the search space considerably compared
to an exhaustive search. The main idea was to solve for the four unknown
variables jr, Sr[ir], Sr[jr], tr = S−1

r [Zr] in each round of RC4, using an adaptive
and optimized branch-and-bound method for the search. The theoretical esti-
mate for the complexity of this attack was 2779 for N = 256, and in case some
state values are known beforehand, the complexity decreases even further.

Mister and Tavares cycle structures of RC4 [113]

In the same year 1998, Mister and Tavares [113] published a similar obser-
vation, made independently of [81]. The results proposed by the authors for
RC4 state recovery followed the principle of branch-and-bound search. The
interesting addition to this work [113] was the tracking of possible states using
certain cycle-structure of RC4. The cycle-structures were explored and used in
attacking smaller versions of RC4; for example, the state of a RC4-like cipher
with N = 32 could be recovered in 242 steps. However, no practical attack was
attempted on the full-scale cipher, and no complexity estimates were stated.
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Golic iterative probabilistic recovery [54]

In 2000, Golic [54] presented the first sophisticated probabilistic approach to-
wards state recovery of RC4. An iterative probabilistic algorithm was devel-
oped for reconstructing the RC4 initial state from a short segment of known
keystream bytes. The reconstruction starts with the basic search approach
of Knudsen, Meier and Preneel [81], but uses a much sophisticated and com-
prehensive probabilistic analysis, involving forward and backward recursions
of the posterior probabilities. The proposed attack had similar complexity as
that of [81], but required much less number of known keystream bytes.

Shiraishi, Ohigashi and Morii partial known state approach [139]

In 2003, Shiraishi, Ohigashi and Morii [139] attempted a slightly different route
to state recovery, based on partially known information about the state. They
first showed that the attack by Knudsen, Meier and Preneel [81] would be of
search complexity 2220 if 112 entries of the state were known. Thereafter, they
proposed an improvement of the attack in [81] to reduce the required number
of known state entries to 73, keeping the search complexity the same.

Tomasevic, Bojanic and Nieto-Taladriz hill-climbing approach [148]

The work of Tomasevic, Bojanic and Nieto-Taladriz [148] in 2007 was the first
to reduce the complexity of the attack by Knudsen, Meier and Preneel [81] for
unconditional full-state recovery of RC4. In this work [148], the dependence
relation between the unknown variables jr, Sr[ir], Sr[jr], tr = S−1

r [Zr] over dif-
ferent rounds of RC4 was modeled as a tree, and then this tree was searched
by efficient hill-climbing strategy. The final attack reduced the complexity of
full RC4 state recovery to 2731.

Maximov and Khovratovich generative pattern approach [107]

In 2008, the best known state recovery attack on RC4 appeared in the work
of Maximov and Khovratovich [107]. They considered certain generative pat-
terns which revealed the values of j over a window of consecutive rounds.
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Once j was known for some consecutive rounds, the number of unknown vari-
ables in each round of RC4 reduced to two from the original four unknowns
jr, Sr[ir], Sr[jr], tr = S−1

r [Zr]. This considerably simplified the problem, and
the search complexity drastically reduced to 2241 from 2731 as in [148]. The
estimate for time complexity was based on theoretical justifications and simu-
lation results of the attack on reduced scale RC4.

Golic and Morgari iterative probabilistic reconstruction [57]

In the same year 2008, Golic and Morgari [57] revisited the attack of Maximov
and Khovratovich [107], and presented comprehensive analysis of their work
based on the techniques of iterative probabilistic reconstruction. This work [57]
claimed that the complexity estimates of [107] were somewhat optimistic, and
presented a practical improvement over the existing attack strategy. The im-
proved attack is based on guess-and-determine strategy to reconstruct the RC4
state, and the authors of [57] claimed the data and time complexities to be
241, 2689 for the basic version and 2211, 2262 for the optimized version of the
attack, respectively. In a recent result by Golic and Morgari (unpublished;
known through personal communication), a combined attack is proposed to
improve the data and time complexities further to 2222 and 2214, respectively.

Successful state recovery attacks on full-scale RC4 seem to be the most chal-
lenging line of research in RC4 analysis, as quite evident from the considerably
large void in the third column of Figure 2.1. Finding short cycles in RC4 state
evolution is another field in which not much progress has been made to date.
The main focus of RC4 cryptanalysis to date has been towards discovery and
exploitation of statistical weaknesses in the cipher, primarily in the direction
of identifying new biases and corresponding distinguishers.

2.4 Biases and Distinguishers

As a stream cipher, RC4 promises to deliver pseudorandom bytes as keystream
output. Thus, any lapse in that goal creates interesting consequences towards
the security of the cipher. This is the reason why statistical weaknesses like
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biases and their application as distinguishers have attracted the main focus of
RC4 cryptanalysis to date. There have been numerous results on RC4 biases
over years, and the trend still continues, as evident from Figure 2.1. The focus
of RC4 analysis in this thesis is also towards biases and distinguishers.

Most of the existing results are targeted towards specific short-term
(involving only the initial few bytes of the output) biases and correla-
tions [5, 52, 70, 75, 98, 103, 112, 125, 127, 128, 132, 134, 136], while there exist
only a few important results for long-term (prominent even after discarding an
arbitrary number of initial bytes of the output) biases [12, 45,52,75,102,132].

We present the details of relating a bias to its corresponding distinguisher
in Section 2.4.1, and a brief summary of each of these attacks thereafter.

2.4.1 Theory of biases and distinguishers

For a stream cipher, if there is an event such that the probability of occurrence
of the event is different from that in case of a uniformly random sequence of
bits, the event is said to be biased. If there exists a biased event based only on
the bits /bytes of the keystream, then such an event gives rise to a distinguisher,
an algorithm that can computationally differentiate between the keystream of
the cipher and a random sequence of bits.

The efficiency of most distinguishers, including the ones we study and pro-
pose in this thesis, is judged by the number of samples (keystream or ciphertext
bytes from the cipher) required to identify the bias.

Number of samples required to identify a bias

Let E be an event based on some key bits or internal state bits or keystream
bits or a combination of them in a stream cipher. Suppose, Pr(E) = p for a
uniformly random sequence of bits, and Pr(E) = p(1 + q) for the keystream
of the stream cipher under consideration. The cryptanalytic motivation of
studying a stream cipher is to distinguish these two sequences in terms of
the difference in the above probabilities when q 6= 0. It requires the formal
information theoretic notion of ‘relative entropy’ between two sequences.

The relative entropy between two discrete probability distributions P (·)
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and Q(·) is given by the Kullback-Leibler divergence [86]:

DKL(P ||Q) =
∑
x

P (x) log2(P (x)/Q(x)),

where x runs over all the sample points. For the above-mentioned single event
E with probabilities p and p(1+q) in two different distributions P (·) and Q(·),
the relative entropy is given by:

p log2

(
p

p(1 + q)

)
+ (1− p) log2

(
1− p

1− p(1 + q)

)

≈ −p
(

q

1 + q

)
+ (1− p)

(
pq

1− p(1 + q)

)
≈ pq2,

where the approximations hold when q is small. Applying this to n samples
from the same distribution, the relative entropy is obtained as npq2, and ac-
cording to [25], the bound for false positive rate (α) and false negative rate (β)
in distinguishing between P (·) and Q(·) satisfy the following:

npq2 ≥ β log2
β

1− α + (1− β) log2
1− β
α

.

Thus for a given false positive rate α and a false negative rate β, one needs
roughly O(1/pq2) many samples to perform the distinguishing test. For the
special case α = β, this relation reduces to

n ≥ 1
pq2 · (1− 2α) · log2

(1− α
α

)
.

In our context, false positive means that the test sequence is actually from the
stream cipher but we accept it to be random, and false negative means that
the test sequence is actually random but we accept it to be the keystream of
a specific stream cipher.

In particular, n ≥ 1/pq2 signifies α ≈ 0.22, i.e., a success probability of
approximately 0.78. Since 0.78 > 0.5 is a reasonably good success probability,
O(1/pq2) many samples are considered enough to reliably apply the distin-
guisher. The theoretical estimate for the complexity of a distinguisher also
appears in the work of Mantin and Shamir [103], in form of the following
technical result (originally Theorem 2 in [103]).
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Proposition 2.1 (Mantin and Shamir [103]). Let X, Y be distributions, and
suppose that the event e happens in X with probability p and in Y with proba-
bility p(1 + q). Then for small p and q, O(1/pq2) samples suffice to distinguish
X from Y with a constant probability of success.

This result, when applied to the distribution of the keystream of a stream
cipher and a random sequence of bytes, gives an estimate of the number of
samples needed to confirm a bias (either through simulation or from practi-
cal data). We shall use this notion of sample complexity while judging the
effectiveness of any bias discussed throughout this thesis.

It is worth noting at this point that Proposition 2.1 is true only for small
values of p and q, and the result does not hold if the base event occurs with a
large probability p. However, a special case of interest in stream ciphers is the
case of binary events, i.e., events with two outcomes, where p = 0.5 is large.
This special case had previously been considered by Golic [48,52] towards the
investigation for linear statistical weaknesses in stream ciphers.

2.4.2 Biases related to the secret key

As a matter of great interest to RC4 cryptanalysts was to recover the secret
key from the output keystream or the internal state, it was also of prime
importance to identify any biases or correlations relating the secret key to the
others. There is a large number of examples of such biases in the literature.

Roos’ key correlations [125]

In 1995, Roos [125] was the first to correlate the secret key bytes to the bytes
of the PRGA initial state S0. He experimentally observed that S0[E] for any
given E = 0, 1, . . . , N−1 depends only on the key bytes K[0], . . . , K[E] with a
higher than expected probability of 0.37. More precisely, Roos postulated that
S0[E] is most likely equal to be K[0] + K[1] + · · · + K[E] + E(E + 1)/2, just
after the completion of KSA. He also stated in [125] that given an RC4 key
K with K[0] +K[1] = 0, there is a significant probability that Z1 = K[2] + 3.
This experimental observation was the first bias found in the cipher [125], and
the result was later proved by Paul, Rathi and Maitra [121].
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Sen Gupta, Maitra, Paul and Sarkar keylength bias [131,132]

In 2011, we identified [131] a relation between the length of the secret key to
certain biases in the RC4 keystream, while trying to find theoretical justifi-
cation of an observation made by Sepehrdad, Vaudenay and Vuagnoux [136].
This was the first proof for any keylength dependent bias in RC4, and re-
sulted in a keylength distinguisher for the cipher. This distinguisher, in turn,
provided an efficient strategy to guess the length of the secret key from the
keystream output. The result was further studied by us in [132], and the details
are presented in Chapter 3 of this thesis.

Isobe, Ohigashi, Watanabe and Morii extended keylength bias [70]

Following the identification of the first keylength dependent bias in our previ-
ous works [131, 132], Isobe, Ohigashi, Watanabe and Morii [70] extended the
result in 2013 to identify a general class of keylength dependent biases in RC4.
They used the biases (along with other short-term biases of RC4) to mount an
efficient full plaintext recovery attack on the broadcast version of the cipher
that uses a 16-byte secret key. Although the authors attempted a partial proof
of this result [70], a conclusive proof of the extended keylength dependent bi-
ases was presented in our recent work [128]. We discuss the general results
of [70] and [128] in Chapter 3 of this thesis.

Sarkar, Sen Gupta, Paul and Maitra keylength dependent bias of
first byte and anomalies [128]

In 2013, we attempted [128] the proofs of all significant biases used by Al-
Fardan, Bernstein, Paterson, Poettering and Schuldt [5] towards an attack on
TLS. While proving certain negative bias in Z1 = 129 (for N = 256) observed
in [5], we noticed in a recent work [128] that the negative bias of Z1 towards
129 occurs prominently only for certain lengths of the secret key of RC4. This
is the first observation of any keylength dependent bias in the first byte of the
RC4 keystream.

In the same work [128], we also discovered that this bias in Z1 may be
related to the long-standing mysterious problem of “anomalies” in the distri-
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bution of the state array after the RC4 KSA. In this connection, we could prove
the anomaly in S0[128] = 127, a problem open for more than a decade since
the observation of anomaly pairs by Mantin [100] in 2001. Detailed results are
presented in Chapter 3 of this thesis.

2.4.3 Biases related to state variables

Statistical weaknesses that relate the output keystream bytes of RC4 to its
internal state are also of prime importance due to their direct application
towards state-recovery attacks on the cipher. The main results are as follows.

Jenkins correlation and glimpse [75]

In 1996, Jenkins [75] first noticed a relation between the output keystream
bytes and the internal state of RC4. He observed that at any round r of RC4,
the relations Sr[jr] = ir − Zr and Sr[ir] = jr − Zr hold with probability 2/N ,
twice that of the chance of random association. However, he never proved the
result. In 2001, the work of Mantin and Shamir [103] brought the Jenkins’ bias
in the public literature, and Mantin’s thesis [100] provided the first detailed
explanation for this bias. This was the first bias of RC4 to provide a glimpse
into the hidden state from the output.

Mantin non-uniform distribution of initial PRGA state [100]

In 2001, Mantin [100] identified and proved the interesting probability distri-
bution of S0[u] = v for the initial PRGA state, where u, v ranged over all values
0, . . . , N − 1. This results showed for the first time that the internal state S0

right after the completion of KSA is not even close to uniform, as one would ex-
pect from a good key scheduling process. The result was proved again in 2007
by Paul, Maitra and Srivastava [120] by an alternative technique. To date,
Mantin’s non-uniform S0 distribution [100] has been the most useful internal
state bias of RC4, giving rise to several non-uniformities in the keystream.
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Sepehrdad, Vaudenay and Vuagnoux spectral search [134,136]

In 2010, Sepehrdad, Vaudenay and Vuagnoux [136] performed an almost ex-
haustive search on the space of all relations between ir, jr, Sr[ir], Sr[jr], Zr to
identify all linear correlations in a single round of the cipher. Their spectral
technique proved quite effective in enlisting a host of new biases in RC4 that
relate the internal state to the output bytes of the cipher. The work was fur-
ther discussed and extended in [134]. The authors did not prove many of the
prominent biases they found, as their goal was to use these biases to mount
practical attacks on WEP and WPA [134,136,137].

Sen Gupta, Maitra, Paul and Sarkar state-related biases [131]

In 2011, we attempted [131] a complete theoretical justification for all promi-
nent biases identified by Sepehrdad, Vaudenay and Vuagnoux [136], and proved
almost all of them. This systematic approach towards analyzing the state-
related biases from [136] did not only provide proper theoretical base for the
existing empirical biases, but also identified some new ones. During the same
time, some other state-related results were presented in our work [98], and
all the aforesaid results were further studied by us in [132]. The details are
presented in Chapter 4 of this thesis.

2.4.4 Short-term biases in the keystream bytes

There exist many traits of non-random behavior in the initial keystream bytes
of RC4, especially in the first N output bytes. Some of these result from
the non-uniform distribution of S0, the initial PRGA state, as observed by
Mantin [100]. Some others result out of the simple permutation update and
byte extraction procedure of the cipher. There has been a few attempts
at analyzing the general shuffle-exchange paradigm of RC4 and its draw-
backs [112,123], while most of the effort has been targeted towards identifying
the initial keystream biases and their potential application towards practical
attacks. Most of these initial keystream biases are short-term, in the sense that
they do not linger in future rounds of the PRGA, while some persist (often
periodically) in the later rounds as well. In this section, we deal with only the



53 2.4 Biases and Distinguishers

short-term biases of RC4, and summarize the prominent results as follows.

Mantin and Shamir second byte bias [103]

In 2001, Mantin and Shamir [103] identified one of the most celebrated
keystream biases of RC4 – bias of the second keystream byte towards zero.
They proved that the event Z2 = 0 occurs with probability 2/N , twice that
of the chance of random association. Observation of such a simple yet elegant
bias in the initial keystream byte of RC4 pioneered a completely new direc-
tion of analysis. This bias of the second byte [103] provided a quite efficient
distinguisher of RC4, with a complexity of only O(N).

In addition to this, the second byte bias allowed Mantin and Shamir to
mount a practical attack on RC4 in the broadcast setting, where the same
plaintext is broadcast to several receivers using different random keys for en-
cryption. In such a case, the second byte of the plaintext can be successfully
recovered from the knowledge of only about Ω(N) ciphertexts [103].

Mironov first byte sinusoidal distribution [112]

In 2002, Mironov [112] thoroughly studied the shuffle-exchange paradigm of
RC4, took a close look at the first keystream byte of RC4, and identified a
negative bias towards zero. This bias was of the order of 1/N2, not as promi-
nent as the Mantin and Shamir [103] bias, but nonetheless, was an interesting
observation. He also noticed that the probability distribution of Z1 = v for
v = 0, . . . , N − 1 exhibits a non-uniform sinusoidal feature. This was only an
experimental observation, without any proofs attempted [112].

Maitra, Paul and Sen Gupta short-term biases towards zero [98]

Mantin and Shamir’s [103] claimed in 2001 that no significant bias towards zero
exists in the initial keystream bytes of RC4 other than the one exhibited by
Z2. However in 2011, after a decade of this claim, we refuted [98] it by proving
that all initial bytes of RC4, from Z3 to Z255, exhibit considerably significant
biases, of the order of 1/N2, towards zero. We could successfully identify and
prove [98] the biases in Zr = 0 for r = 3, . . . , 255. A detailed account of this
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result is presented in Chapter 5 of this thesis. These biases were later used
by Isobe, Ohigashi, Watanabe and Morii [70] towards a general attack on the
broadcast mode of RC4.

Sen Gupta, Maitra, Paul and Sarkar proof of first byte bias [132]

In 2013, after almost a decade of the identification of Mironov [112] first byte
bias, we theoretically proved [132] the complete distribution of Z1 for full
keylength l = N = 256, as well as its negative bias towards zero. The details
are presented in Chapter 5 of this thesis.

Sarkar second byte negative bias [127]

In 2013, another short-term bias was identified and proved by Sarkar [127],
which showed that the second byte Z2 is negatively biased towards the value
2. This in fact is the most prominent bias in Z2 after the Z2 = 0 positive bias
proved by Mantin and Shamir [103]. Sarkar [127] also mention the existence
of a negative bias in Z2 = N/2 + 1 and positive biases in Zr = r for r =
3, . . . , N − 1, but no proofs were presented in this work.

Isobe, Ohigashi, Watanabe and Morii full broadcast attack [70]

In 2013, as a follow up of [98, 132], Isobe, Ohigashi, Watanabe and Morii [70]
attempted an experimental identification of the best biases in each initial
keystream byte Z1, Z2, . . . , Z257 of RC4. They could discover and prove some
new short-term biases in RC4 [70] in addition to rediscovering the known bi-
ases [98, 103, 112, 132]. Two major new biases proved in [70] are in the events
(Z1 = 0 | Z2 = 0) and Z3 = 131. However, the most important short-term
bias identified and proved in this work was the general positive bias pattern
in Zr = r for r = 3, . . . , N − 1, which was independently observed, but not
proved, by Sarkar [127].

The prime target of this work [70] was RC4 in broadcast mode. The authors
could mount the first practical full-plaintext recovery attack on broadcast RC4
by combining all known and new biases, specifically the best ones for each
initial keystream byte of the cipher, with the long-term digraph repetition bias
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of Mantin [102]. Isobe, Ohigashi, Watanabe and Morii [70] prove that almost
all of the first 257 bytes of the plaintext can be recovered, with probability
more than 0.8, using only 232 ciphertexts of broadcast RC4. If the digraph
repetition bias [102] is used, then all later bytes of the plaintext can also be
recovered from about 234 ciphertexts. They validate their theory by providing
experimental attacks on RC4 in broadcast setting, where they estimate the
recovery of first 250 bytes of the plaintext, with probability close to 1, using
only 234 ciphertexts generated by random keys. Some critical comments on
these results have been made in a related recent work [5].

AlFardan, Bernstein, Paterson, Poettering, Schuldt TLS-attack [5]

In the same year 2013, another prominent attempt was made by AlFardan,
Bernstein, Paterson, Poettering and Schuldt [5, 14] to experimentally identify
all initial keystream biases in RC4. They ran extensive experiments, using
more than 244 random keys, to generate a list of approximately 65536 single-
byte short-term biases of RC4, including the previous ones [70,98,103,112,132].
This search provides a comprehensive list of non-random behavior of the initial
keystream bytes (bytes 1 to N = 256) of RC4 when a 16-byte key is used.

The main goal of this analysis [5] was not to provide theoretical justification
for the biases, but to exploit those in a practical message recovery attack
against the TLS protocol that uses RC4 for confidentiality. The authors could
use all of the above-mentioned 65536 initial short-term biases of RC4 to mount
a plaintext recovery attack on the TLS protocol that reliably recovers the first
256 bytes of the plaintext from the knowledge of only 228 to 232 ciphertexts
generated using random keys, with no prior plaintext knowledge. The authors
show that plaintext recovery for RC4 in TLS is also possible from arbitrary
positions of the plaintext, provided that enough (around 234) encryptions of
the same plaintext bytes are available.

The same principle was exploited in the full version of the research paper [5]
to mount a plaintext-recovery attack against WPA. The authors claim that the
first 130 bytes of the plaintext can be reliably recovered with the knowledge
of about 230 frames of the WPA/TKIP protocol. This attack on TLS and
WPA by AlFardan, Bernstein, Paterson, Poettering and Schuldt [5] is one of



Chapter 2: Overview of RC4 Analysis

the most extensive attacks on any practical RC4 protocol to date, with far-
reaching consequences.

Sarkar, Sen Gupta, Paul and Maitra proofs of TLS biases [128]

In 2013, immediately after the practical breach of RC4 security in TLS by
AlFardan, Bernstein, Paterson, Poettering and Schuldt [5, 14], the proofs of
almost all open (unproved or partially proved in literature) and significant
TLS-related biases were presented by us in a recent work [128]. We provided
proofs for the open biases in Z2 = 129, Z2 = 172, Z4 = 2, Z256 = 0, Z257 = 0,
and the detailed results are presented in Chapter 5 of this thesis.

RC4 short-term landscape generated from the data of [5, 14]

The extensive experimental results by AlFardan, Bernstein, Paterson, Poetter-
ing and Schuldt [5] identified several non-random behaviors in the short-term
output keystream of RC4. Figure 2.2 presents a 3D model of the probabilities
Pr(Zr = v) for r = 1, . . . , N and v = 0, . . . , N − 1, which we call the ‘RC4
landscape’ of initial keystream bytes.

Note that this landscape is for the most practical version of RC4 that uses
a 16-byte key, and is not identical for RC4 initial keystream patterns generated
by secret keys of various other lengths. For example, the non-random peaks
and troughs present in the 16-byte key landscape reduce to a certain extent if
one uses a full length N = 256 bytes key.

The visible vertical walls and spikes in Figure 2.2 identify the prominent
short-term bias patterns in the RC4 landscape. The main ones are for the
events Z2 = 0 (largest positive spike), Z2 = 2 (largest negative spike), Z1 = v

where v = 0, . . . , N − 1 (sinusoidal vertical wall on the left side), Zr = 0
(decreasing vertical wall on the right side), Zr = r (decreasing vertical wall
at the center) and Zr = −r (decreasing series of spikes at the center), where
r = 1, . . . , N . The patterns for Z1 = v, Zr = 0, Zr = r and Zr = −r are
presented independently in Figure 2.3.

The proofs for many of these major non-random events are present in the
literature, as discussed earlier. The biases in Z2 = 0 and Z2 = 2 have been
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Figure 2.2: The RC4 landscape of initial keystream bytes (data from [5,14]).

proved by Mantin and Shamir [103] in 2001 and Sarkar [127] in 2013 respec-
tively. The sinusoidal pattern of Z1 for full-length key, including the negative
biases in Z1 = 0, 1, have been proved by us [132] in 2013, and the general proof
for Zr = 0 had been presented by us [98] in 2011. We also proved [131] the
Zr = −r case for r = 16 (keylength) in 2011; and we proved the general pat-
tern for Zr = −r in a recent work [128]. In 2013, Isobe, Ohigashi, Watanabe
and Morii [70] proved the general bias pattern for Zr = r.

The slightly weaker single-byte bias Z3 = 131 has been proved by Isobe,
Ohigashi, Watanabe and Morii [70]; and the biases in Z2 = 129 and Z2 = 172
have been proved by us [128] in 2013. These biases are pictorially depicted as
visible spikes in Figure 2.4.

In addition to these, we have also proved the biases in Z4 = 2, Z256 = 0 and
Z257 = 0 in our recent work [128]. A consolidated account of the current state-
of-the-art scenario, in terms of identified and proved short-term keystream
biases, is presented in Table 2.2 at the end of this chapter.
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Figure 2.3: Prominent bias patterns in RC4 initial bytes (data from [5,14]).

2.4.5 Long-term biases in the keystream bytes

In view of the numerous short-term biases infecting the initial keystream bytes
of RC4, many researchers have suggested to discard the initial N to 6N bytes of
the keystream, and use the ones thereafter for encrypting the plaintext. If this
practice is adopted, then an attacker will be interested to find long-term biases
of RC4, that is, biases which remain in the keystream even after an arbitrary
number of initial bytes are discarded. There has been a few prominent results
in this direction, summarized as follows.

Golic bit-wise bias [52]

In 1997, Golic [52] was the first to systematically study the linear statistical
weaknesses in the RC4 keystream, and to propose a long-term bias of the
cipher. He identified that the second binary derivative of the LSB output
sequence is correlated to 1 with an approximate correlation coefficient of 15/N3.
It means that the LSB of Zr⊕Zr+2 for all r ≥ 1 is biased towards 1, or in other
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Figure 2.4: Single-byte biases in Z2 and Z3 of RC4 (data from [5,14]).

words, the LSBs of the non-consecutive bytes Zr and Zr+2 mismatch with a
probability more than that of random coincidence. This bias resulted in the
first long-term distinguisher of RC4, with a theoretical complexity to 240.2.

Fluhrer and McGrew digraph bias [45]

In 2000, Fluhrer and McGrew [45] analyzed the work of Golic [52] to show that
the practical complexity estimates for the distinguisher in [52] is close to 244.7.
The authors also introduced the notion of biases in successive pairs of bytes,
called digraphs, in their work [45], and performed a comprehensive analysis of
the digraph probabilities in the long-term behavior of RC4 keystream. They
found a list of biased digraphs which persist in the long run, with probabilities
different from the chance of random association. Using these digraph biases,
Fluhrer and McGrew [45] could mount an efficient distinguishing attack on
RC4 that required only 230.6 keystream bytes.

Mantin digraph repetition bias [102]

In 2005, Mantin [102] presented the best known long-term bias and distin-
guisher for RC4, which remains effective even after arbitrary number of initial
keystream bytes are discarded. This work got motivated by the digraph oc-
currence analysis of [45], and attempted the analysis of the digraph repetition
pattern in RC4 keystream. Mantin [102] showed that the occurrence of a re-
peated digraph string ABSAB, where A,B are bytes and S is a random string
of small length, is more frequent in RC4 keystream compared to a uniformly
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random stream of bytes.

The bias in digraph repetition for RC4 is more than 1/N2, and moreover,
the digraph biases for strings S of different lengths could be combined to pro-
duce a stronger cumulative bias. This cumulative bias results in the strongest
known long-term distinguisher of RC4, with a complexity of just 226 ciphertext
bytes. This long-term bias of Mantin [102] has found one of its most prominent
applications in the recent work of Isobe, Ohigashi, Watanabe and Morii [70],
where a full-plaintext recovery attack has been mounted on RC4 broadcast
scheme exploiting the ABSAB bias.

Basu, Ganguly, Maitra and Paul conditional bias [12]

In 2008, Basu, Ganguly, Maitra and Paul [12] presented a complete charac-
terization for one-step operation of the RC4 PRGA, and identified that under
certain conditions, two consecutive bytes Zr and Zr+1 of the RC4 keystream
are equal with probability more than that of random association. This result
produces a new long-term (conditional) distinguisher of RC4 with complexity
estimates of approximately 240 ciphertext bytes [12].

Sen Gupta, Maitra, Paul and Sarkar periodic bias [132]

In 2013, we identified and proved [132] the first byte-wise long-term correlation
between non-consecutive bytes of the RC4 keystream, which persists even after
discarding an arbitrary number of initial keystream bytes. While Golic [52]
proved a bit-wise correlation between non-consecutive bytes Zr and Zr+2, our
work [132] identified a correlation between the non-consecutive periodic bytes
ZwN and ZwN+2 of RC4, where N is the size of the permutation. We proved
a bias in the event (ZwN+2 = 0 ∧ ZwN = 0), which in turn resulted in a new
long-term distinguisher for RC4. The detailed results of [132] are presented in
Chapter 5 of this thesis.

2.4.6 Significance of proofs for RC4 biases

Identification of biases and distinguishers has been the most prominent trend
of RC4 cryptanalysis, and proofs of the observed biases play a crucial role.
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Fundamentally, it is necessary to prove and study biases in RC4 due to
the undeniable significance of theoretical justification. In cryptanalysis, one
uses the biases to mount practical attacks on a cipher. However, as in any
scientific discipline based on the foundations of mathematics and computer
science, the cryptanalytic attempts based on biases require proper theoretical
support to validate the idea behind the attack. Theory helps to generalize
the experimental observations and often identifies further applications of the
biases to understand the intrinsic characteristics of the cipher.

Discovering RC4 biases through experiments and proofs

In general, there are two ways to discover a bias in the RC4 keystream –
through experimentation, and via a theoretical approach. One has to run
extensive experiments to identify significant biases in the keystream bytes of
RC4. There is a strong history of this approach, including prominent recent
examples like Sepehrdad, Vaudenay and Vuagnoux spectral search [134, 136],
Isobe, Ohigashi, Watanabe and Morii search [70] for optimal bias set, and
AlFardan, Bernstein, Paterson, Poettering and Schuldt search [5] for all single-
byte initial keystream biases. This method has proved to be successful in
discovering several unknown biases in the initial keystream bytes.

However, experimental method for discovering biases is restricted by com-
putational limits of the experiment platform. For example, it is extremely
improbable (if not impossible) to exhaustively enumerate all significant biases
in the initial keystream bytes of RC4 (with N = 256) where dependence be-
tween two or more bytes are considered. In such cases, proving the biases
theoretically may help, as in the process of proving the existing biases, one
needs to consider some additional events and often ends up discovering new
biases. This leads to further insight into the cipher. In the course of this
thesis, we shall discuss several biases that would possibly not have been dis-
covered otherwise. These include the keylength dependent biases identified
and proved by us [131, 132] while analyzing certain empirical biases of [136],
and the keylength dependent bias in the first keystream byte and its relation
with anomalies, identified by us [128] while analyzing certain biases of [5, 14].
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Identified and/or proved keystream biases of RC4

In this thesis, we try to present theoretical justification for experimentally
observed and unproved significant non-randomnesses in RC4.

A consolidated account of the current state-of-the-art in terms of identified
and/or proved keystream biases is presented in Table 2.2, with references to
our proofs in this thesis. The shaded row represents the only open (identified
but unproved) significant bias in the keystream bytes of RC4.
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Table 2.2: Identified and/or proved keystream biases of RC4.

Biased event Type of bias Observed Proved In thesis
Isolated short-term biases

Z1 = 0 Negative [112] [132] Chap. 5
Z1 = 1 Negative [132] [132] Chap. 5
Z1 = 129 Negative if l divides 128 [5, 128] Open –
Z2 = 0 Positive [103] [103] –
Z2 = 2 Negative [5, 127] [127] –
Z2 = 129 Negative [5, 127] [128] Chap. 5
Z2 = 172 Positive [5] [128] Chap. 5
Z3 = 131 Positive [5, 70] [70] –
Z4 = 2 Positive [5] [128] Chap. 5
Z256 = 0 Negative [5, 70] [128] Chap. 5
Z257 = 0 Positive [70] [128] Chap. 5

Patterns of short-term biases
Z1 = v Sinusoidal (v = 0, . . . , 255) [112] [132] Chap. 5
Zr = 0 Positive (r = 3, . . . , N −1) [98] [98] Chap. 5
Zr = r Positive (r = 3, . . . , N −1) [5, 70] [70] –
Zl = −l Positive [131] [132] Chap. 3
Zxl = −xl Positive if x = 1, . . . , N/l [70] [128] Chap. 3

Long-term keystream biases
Zr ⊕ Zr+2 Bitwise (LSB) correlation [52] [52] –
ABSAB Digraph repetition [102] [102] –
To be filled Digraph biases [45] [45] –
Zr = Zr+1 Conditioned on 2Zr = ir [12] [12] –
ZwN = ZwN+2 Conditioned on ZwN = 0 [132] [132] Chap. 5
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Chapter 3
Biases Based on RC4 Keylength

In this chapter, we present a family of biases in RC4 that are dependent on
the length of the secret key, and thereby try to predict the keylength of RC4.
This chapter deals with the following problems in RC4 analysis, as mentioned
earlier in Section 1.4 of Chapter 1, towards the organization of this thesis.

Problem 1a. Some of the empirical biases observed by Sepehrdad, Vaudenay
and Vuagnoux [136] seem to be related to the length of the secret key
used in RC4. If this is the case, is it possible to identify and prove such
general relations between the keylength to the keystream biases in RC4?

Problem 1b. Investigate the negative bias of Z1 towards 129 (N = 256), as
observed by AlFardan, Bernstein, Paterson, Poettering and Schuldt [5],
and identify its keylength dependence characteristics.

Problem 1a is studied and solved in our papers [128, 131], and the study of
Problem 1b is presented in our recent work [128].

Notation: Throughout this chapter (and the thesis), we denote the length of
the secret key k as l, and in connection with the expanded key K, we define:

fy ≡
y∑
i=0

K[i] + y(y + 1)
2 (mod N) for 0 ≤ y ≤ N − 1.

Further, ‘x : A α−→ B
β−→ · · · ’ denotes that the value x transits from position

A to B (of S) with probability α, from B to the next with probability β, etc.

65
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Probabilistic model: Throughout this chapter, we shall assume the probabilistic
model of uniform random keys to prove the results on keylength dependent
biases in KSA and initial rounds of PRGA. We assume actual RC4 next-state-
function for the evolution of S and i, j, and no randomness assumptions are
made on the initial state S0 of PRGA.

3.1 Keylength dependent biases

Our motivation arises from the conditional bias Pr(S16[j16] = 0 | Z16 = −16) ≈
0.038488 observed by Sepehrdad, Vaudenay and Vuagnoux [136]. They also
mentioned in [136, Section 3] that no explanation for this bias could be found.
For direct exploitation in WEP and WPA attacks, a related KSA version of
this bias (of the same order) was reported in [134, Section 6.1] for the event
(SK17[16] = 0 | Z16 = −16).

While exploring these conditional biases in RC4 PRGA, we ran extensive
experiments (1 billion runs of RC4 with randomly chosen keys in each case)
with N = 256 and keylength 5 ≤ l ≤ 32. We could observe that the biases
actually correspond to the keylength l:

Pr (Sl[jl] = 0 | Zl = −l) ≈ η
(1A)
l /256,

Pr
(
SKl+1[l] = 0 | Zl = −l

)
≈ η

(1B)
l /256,

(3.1)

where each of η(1A)
l and η(1B)

l decreases from 12 to 7 (approx.) as l increases
from 5 to 32. In this section, we present first proofs of these two biases.

We also observe and prove a family of new conditional biases. Experiment-
ing with 1 billion runs of RC4 in each case, we observed that:

Pr (Zl = −l | Sl[jl] = 0) ≈ η
(2)
l /256,

Pr (Sl[l] = −l | Sl[jl] = 0) ≈ η
(3)
l /256,

Pr (tl = −l | Sl[jl] = 0) ≈ η
(4)
l /256,

Pr (Sl[jl] = 0 | tl = −l) ≈ η
(5)
l /256,

(3.2)

where η(2)
l decreases from 12 to 7 (approx.), each of η(3)

l and η(4)
l decreases from
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34 to 22 (approx.), and η(5)
l decreases from 30 to 20 (approx.) as l increases

from 5 to 32. Note that as per our earlier notation, tl denotes the index of
extracting the keystream byte Zl from the S permutation, i.e., Sl[tl] = Zl.

We also find a keylength distinguisher for RC4, based on the following event.

(Zl = −l) for 5 ≤ l ≤ 32. (3.3)

3.1.1 Technical results required to prove the biases

For the proofs of the biases in this section we need some additional technical
results that we present here. Some of these results would also be referred for
our results in subsequent sections. We start with [100, Theorem 6.2.1], restated
as Proposition 3.1 below.

Proposition 3.1. At the end of RC4 KSA, for 0 ≤ u ≤ N−1, 0 ≤ v ≤ N−1,

Pr(S0[u] = v) =


1
N

((
N−1
N

)v
+
(
1−

(
N−1
N

)v) (
N−1
N

)N−u−1
)
, if v ≤ u;

1
N

((
N−1
N

)N−u−1
+
(
N−1
N

)v)
, if v > u.

Now, we extend the above result to the end of the first round of the PRGA.
Since the KSA ends with iK = N−1 and the PRGA begins with i = 1, skipping
the index 0 of RC4 permutation, this extension is non-trivial, as would be clear
from the proof of Lemma 3.2. This is a revised version of [132, Lemma 1].

Lemma 3.2. After the first round of RC4 PRGA, the probability Pr(S1[u] = v)
is given by

Pr(S1[u] = v)

=



Pr(S0[1] = 1) +
∑
X 6=1

Pr(S0[1] = X ∧ S0[X] = 1), u = 1, v = 1;

∑
X 6=1,v

Pr(S0[1] = X ∧ S0[X] = v), u = 1, v 6= 1;

Pr(S0[1] = u) +
∑
X 6=u

Pr(S0[1] = X ∧ S0[u] = u), u 6= 1, v = u;

∑
X 6=u,v

Pr(S0[1] = X ∧ S0[u] = v), u 6= 1, v 6= u.
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Proof. First, let us represent the probability as

Pr(S1[u] = v) =
N−1∑
X=0

Pr(S0[1] = X ∧ S1[u] = v).

The goal is to reduce all probabilities in terms of expressions over S0. After
the first round of RC4 PRGA, all positions of S0, except for i1 = 1 and
j1 = S0[1] = X, remain fixed in S1. So, we need to be careful about the cases
where X = 1, u, v. Let us separate these cases and write

Pr(S1[u] = v)

= Pr(S0[1] = 1 ∧ S1[u] = v) + Pr(S0[1] = u ∧ S1[u] = v)

+ Pr(S0[1] = v ∧ S1[u] = v) +
∑

X 6=1,u,v
Pr(S0[1] = X ∧ S1[u] = v). (3.4)

Now, depending on the values of u, v, we get a few special cases. In the first
PRGA round,

S1[u] =


S1[i1] = S0[j1] = S0[S0[1]], u = i1 = 1;

S1[j1] = S0[i1] = S0[1] = u, u = j1 = S0[1];

S0[u], otherwise.

This indicates that one needs to consider two special cases, u = 1 and u = v,
separately. However, there is an overlap within these two cases at the point
(u = 1, v = 1), which in turn, should be considered on its own. In total, we
have fours cases to consider for Equation (3.4), as shown in Figure 3.1.

Common point u = 1, v = 1: In this case, S0[1] = X = 1 implies no swap,
resulting in S1[u] = S1[1] = S0[1]. If X 6= 1, we have S1[u] = S1[1] =
S0[X]. Thus, Equation (3.4) reduces to

Pr(S1[1] = 1)

= Pr(S0[1] = 1 ∧ S0[1] = 1) +
∑
X 6=1

Pr(S0[1] = X ∧ S0[X] = 1)

= Pr(S0[1] = 1) +
∑
X 6=1

Pr(S0[1] = X ∧ S0[X] = 1).
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Common point
Special cases
General cases

0
0

255

255

v

u

Special case u = 1

Special case u = v
] Common point

(u = 1, v = 1)

Figure 3.1: u, v dependent special cases and range of sums for evaluation of
Pr(S1[u] = v) in terms of S0.

Special case u = 1, v 6= 1: In this case, S0[1] = X = 1 implies S1[u] = S1[1] =
S0[1], as before, and S0[1] = X = v implies S1[u] = S1[1] = S0[v]. If
X 6= 1, v, we have S1[u] = S1[1] = S0[X] . Thus,

Pr(S1[1] = v)

= Pr(S0[1] = 1 ∧ S0[1] = v) + Pr(S0[1] = 1 ∧ S0[v] = 1)

+
∑
X 6=1,v

Pr(S0[1] = X ∧ S0[X] = v)

= 0 + 0 +
∑
X 6=1,v

Pr(S0[1] = X ∧ S0[X] = v).

Special case u 6= 1, v = u: In this case, S0[1] = X = 1 implies no swap,
resulting in S1[u] = S0[u]. Again, S0[1] = X = u implies S1[u] = S0[1],
and if X 6= 1, u, we have S1[u] = S0[u] . Thus,

Pr(S1[u] = u)

= Pr(S0[1] = 1 ∧ S0[u] = u) + Pr(S0[1] = u ∧ S0[1] = u)

+
∑

X 6=1,u
Pr(S0[1] = X ∧ S0[u] = u)

= Pr(S0[1] = u) +
∑
X 6=u

Pr(S0[1] = X ∧ S0[u] = u).

General case u 6= 1, v 6= u: In this case, S0[1] = X = 1 implies no swap,
resulting in S1[u] = S0[u]. Again, S0[1] = X = u implies S1[u] = S0[1],



Chapter 3: Biases Based on RC4 Keylength

and if X 6= 1, u, we have S1[u] = S0[u]. Thus,

Pr(S1[u] = v)

= Pr(S0[1] = 1 ∧ S0[u] = v) + Pr(S0[1] = u ∧ S0[1] = v)

+ Pr(S0[1] = v ∧ S0[u] = v) +
∑

X 6=1,u,v
Pr(S0[1] = X ∧ S0[u] = v)

= Pr(S0[1] = 1 ∧ S0[u] = v) + 0

+ 0 +
∑

X 6=1,u,v
Pr(S0[1] = X ∧ S0[u] = v)

=
∑

X 6=u,v
Pr(S0[1] = X ∧ S0[u] = v).

Combining all the above cases together, we obtain the desired result.

The probabilities depending on S0 can be derived from Proposition 3.1.
The estimation of the joint probabilities Pr(S0[u] = v ∧ S0[u′] = v′) is also
required for our next result, i.e., Theorem 3.3, as well as for our results in
Section 5.1. This estimation is explained in detail in Section 5.1.3.

In Theorem 3.3, we find the probability distribution of Su−1[u] = v, just
before index i touches the position u during PRGA. This is a generalization
of [131, Theorem 4].

Theorem 3.3. In RC4 PRGA, for 3 ≤ u ≤ N − 1,

Pr(Su−1[u] = v) ≈Pr(S1[u] = v)
(

1− 1
N

)u−2

+
u−1∑
t=2

u−t∑
w=0

Pr(S1[t] = v)
w! ·N

(
u− t− 1

N

)w (
1− 1

N

)u−3−w
.

Proof. From Lemma 3.2, we know that the event Pr(S1[u] = v) is positively
biased for all u. Hence the natural path for investigation is as follows:

Pr(Su−1[u] = v) = Pr(Su−1[u] = v | S1[u] = v) · Pr(S1[u] = v)

+ Pr(Su−1[u] = v | S1[u] 6= v) · Pr(S1[u] 6= v).

Case (S1[u] = v): Index i varies from 2 to (u − 1) during the evolution of S1

to Su−1, and hence never touches the u-th index. Thus, the index u will retain
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its value S1[u] if index j does not touch it. The probability of this event is
(1− 1/N)u−2 over all the intermediate rounds. Hence we get:

Pr(Su−1[u] = v | S1[u] = v) · Pr(S1[u] = v) =
(

1− 1
N

)u−2
· Pr(S1[u] = v).

Case (S1[u] 6= v): Suppose that S1[t] = v for some t 6= u. In such a case, only
a swap between the positions u and t during rounds 2 to (u − 1) of PRGA
can result in (Su−1[u] = v). If index i does not touch the t-th location, then
the value at S1[t] can only go to some position behind i ≤ u − 1, and can
never reach Su−1[u]. Thus we must have i touching the t-th position, i.e.,
2 ≤ t ≤ u− 1.

Now suppose that it requires (w + 1) hops for v to reach from S1[t] to
Su−1[u]. The transfer will never happen if the position t swaps with any index
which is not touched by i later. This fraction of favorable positions start from
(u− t−1)/N for the first hop and decreases approximately to (u− t−1)/(lN)
at the l-th hop. It is also required that j does not touch the position u for the
remaining (u− 3− w) rounds. Thus, the second part of the probability for a
specific position t is:

Pr(S1[t] = v)
(

w∏
l=1

u− t− 1
lN

)(
1− 1

N

)u−3−w

= Pr(S1[t] = v)
w! ·N

(
u− t− 1

N

)w (
1− 1

N

)u−3−w
.

Finally, the number of hops is bounded as 1 ≤ w+1 ≤ u−t+1 (here w+1 = 1
or w = 0 denotes a single-hop transfer), depending on the initial gap between
t and u positions. Summing over all t, k with their respective bounds, we get
the desired expression for Pr(Su−1[u] = v).

3.1.2 Proofs of the keylength dependent biases

Observation of the biases (3.2) was first reported in [131, Section 3], but with-
out any proof. In this section, we present complete proofs of all these biases.
Although the biases are all conditional in nature, for ease of understanding
we first compute the associated joint probabilities and then discuss how the
conditional probabilities can be computed. All the biases that we are inter-
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ested in are related to (SKl+1[l − 1] = −l ∧ SKl+1[l] = 0). So we first derive the
probability for this event.

Lemma 3.4. Suppose that l is the length of the secret key of RC4. Then

Pr(SKl+1[l − 1] = −l ∧ SKl+1[l] = 0) ≈ 1
N2 +

(
1− 1

N2

)
αl,

where αl = 1
N

(
1− 3

N

)l−2 (
1− l + 1

N

)
.

Proof. The major path that leads to the target event is as follows.

• In the first round of the KSA, when iK1 = 0 and jK1 = K[0], the value 0
is swapped into the index SK [K[0]] with probability 1.

• The index jK1 = K[0] /∈ {l − 1, l,−l}, so that the values l − 1, l,−l at
these indices respectively are not swapped out in the first round of the
KSA. We as well require K[0] /∈ {1, . . . , l − 2}, so that the value 0 at
index K[0] is not touched by these values of iK during the next l − 2
rounds of the KSA. This happens with probability

(
1− l+1

N

)
.

• From round 2 to l − 1 (i.e., for iK = 1 to l − 2) of the KSA, none of
jK2 , . . . , j

K
l−1 touches the three indices {l,−l,K[0]}. This happens with

probability
(
1− 3

N

)l−2
.

• In round l of the KSA, when iKl = l− 1, jKl becomes −l with probability
1
N
, thereby moving −l into index l − 1.

• In round l+1 of the KSA, when iKl+1 = l, jKl+1 becomes jKl +SKl [l]+K[l] =
−l + l + K[0] = K[0], and as discussed above, this index contains the
value 0. Hence, after the swap, SKl+1[l] = 0. Since K[0] 6= l − 1, we have
SKl+1[l − 1] = −l.

Considering the above events to be independent, the probability that all of
above occur together is given by αl = 1

N

(
1− 3

N

)l−2 (
1− l+1

N

)
. If the above

path does not occur, then the target event happens due to random association,
with probability 1

N2 , thus contributing a probability of (1−αl) 1
N2 . Adding the

two contributions, the result follows.
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Now we may derive the joint probabilities associated with the conditional
events of (3.2), as follows.

Theorem 3.5. Suppose that l is the length of the secret key of RC4. Then

Pr(Sl[l] = −l ∧ Sl[jl] = 0) = Pr(tl = −l ∧ Sl[jl] = 0) ≈ 1
N2 +

(
1− 1

N2

)
βl,

where βl = 1
N

(
1− 1

N

)(
1− 2

N

)N−3 (
1− 3

N

)l−2 (
1− l + 1

N

)
.

Proof. From the proof of Lemma 3.4, consider the major path with probability
αl for the event (SKl+1[l− 1] = −l ∧ SKl+1[l] = 0). For the remaining N − l− 1
rounds of the KSA and for the first l− 2 rounds of the PRGA (i.e., for a total
of N − 3 rounds), none of the values of jK (corresponding to the KSA rounds)
or j (corresponding to the PRGA rounds) should touch the indices {l − 1, l}.
This happens with a probability of

(
1− 2

N

)N−3
.

Now, in round l− 1 of PRGA, il−1 = l− 1, from where the value −l moves
to index jl−1 due to the swap. In the next round, il = l and jl = jl−1 +Sl−1[l] =
jl−1, provided the value 0 at index l had not been swapped out by jl−1, the
probability of which is 1− 1

N
. So during the next swap, the value −l moves from

index jl to index l and the value 0 moves from index l to jl. The probability of
the above major path leading to the event (Sl[l] = −l ∧ Sl[jl] = 0) is given by
βl = αl

(
1− 2

N

)N−3 (
1− 1

N

)
. If this path does not occur, then there is always a

chance of 1
N2 for the target event to happen due to random association. Adding

the two contributions and substituting the value of αl from Lemma 3.4, the
result follows.

Further, as tl = Sl[l]+Sl[jl], the event (Sl[l] = −l ∧ Sl[jl] = 0) is equivalent
to the event (tl = −l ∧ Sl[jl] = 0), and hence the result.

Theorem 3.6. Suppose that l is the length of the secret key of RC4. Then

Pr(Zl = −l ∧ Sl[jl] = 0) ≈ 1
N2 +

(
1− 1

N2

)
γl,

where γl = 1
N2

(
1− l + 1

N

)
N−1∑
x=l+1

(
1− 1

N

)x (
1− 2

N

)x−l (
1− 3

N

)N−x+2l−4
.

Proof. From the PRGA update rule, we have jl = jl−1+Sl−1[l]. Hence, Sl[jl] =
Sl−1[l] = 0 implies jl = jl−1 as well as Zl = Sl[Sl[l] + Sl[jl]] = Sl[Sl−1[jl] + 0] =
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Sl[Sl−1[jl−1]] = Sl[Sl−2[l − 1]]. Thus, the event (Zl = −l ∧ Sl[jl] = 0) is
equivalent to the event (Sl[Sl−2[l − 1]] = −l ∧ Sl−1[l] = 0).

From the proof of Lemma 3.4, consider the major path with probability αl
for the joint event (SKl+1[l − 1] = −l ∧ SKl+1[l] = 0). This constitutes the first
part of our main path leading to the target event. The second part, having
probability α′l, can be constructed as follows.

• For an index x ∈ [l + 1, N − 1], we have SKx [x] = x. This happens with
probability

(
1− 1

N

)x
.

• For the KSA rounds l + 2 to x, the jK values do not touch the indices
l − 1 and l. This happens with probability

(
1− 2

N

)x−l−1
.

• In round x+1 of KSA, when iKx+1 = x, jKx+1 becomes l−1 with probability
1
N
. Due to the swap, the value x moves to SKx+1[l − 1] and the value −l

moves to SKx+1[x] = SKx+1[SKx+1[l − 1]].

• For the remaining N − x − 1 rounds of the KSA and for the first l − 1
rounds of the PRGA, none of the jK or j values should touch the indices
{l − 1, S[l − 1], l}. This happens with a probability of

(
1− 3

N

)N−x+l−2
.

• So far, we have (Sl−1[Sl−2[l − 1]] = −l ∧ Sl−1[l] = 0). Now, we should
also have jl /∈ {l− 1, S[l− 1]} for Sl[Sl−2[l− 1]] = Sl−1[Sl−2[l− 1]] = −l.
The probability of this condition is

(
1− 2

N

)
.

Assuming all the individual events in the above path to be mutually indepen-
dent, we get

α′l = 1
N

N−1∑
x=l+1

(
1− 1

N

)x (
1− 2

N

)x−l (
1− 3

N

)N−x+l−2
.

Thus, the probability of the entire path is given by γl = αl · α′l, that is,

γl = 1
N2

(
1− l + 1

N

)
N−1∑
x=l+1

(
1− 1

N

)x (
1− 2

N

)x−l (
1− 3

N

)N−x+2l−4
.

If this path does not occur, then there is always a chance of 1
N2 for the target

event to happen due to random association. Adding the two contributions, we
get the result.
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In order to calculate the conditional probabilities of (3.2), we need to com-
pute the marginals δl = Pr(Sl[jl] = 0) and τl = Pr(tl = −l). Our experimental
observations reveal that in 5 ≤ l ≤ 32, δl does not change much with l, and
has a slightly negative bias: δl ≈ 1/N − 1/N2. On the other hand, as l varies
from 5 to 32, τl changes approximately from 1.13/N to 1.08/N . We can derive
the exact expression for δl as a corollary to Theorem 3.3, and an expression
for τl using δl.

Corollary 3.7. For any keylength l, with 3 ≤ l ≤ N − 1,

Pr(Sl[jl] = 0) = δl ≈Pr(S1[l] = 0)
(

1− 1
N

)l−2

+
l−1∑
t=2

l−t∑
w=0

Pr(S1[t] = 0)
w! ·N

(
l − t− 1

N

)w (
1− 1

N

)l−3−w
.

Proof. Note that Sl[jl] is assigned the value of Sl−1[l] due to the swap in round
l. Hence, by substituting u = l and v = 0 in Theorem 3.3, we get the result.

Theorem 3.8. Suppose that l is the length of the secret key of RC4. Then

τl = Pr(tl = −l) ≈ 1
N2 +

(
1− 1

N2

)
βl + (1− δl)

1
N
,

where βl is given in Theorem 3.5 and δl is given in Corollary 3.7.

Proof. We can write

Pr(tl = −l) = Pr(tl = −l ∧ Sl[jl] = 0) + Pr(tl = −l ∧ Sl[jl] 6= 0),

where the first term is given by Theorem 3.5. When Sl[jl] 6= 0, the event
(tl = −l) can be assumed to occur due to random association. Hence the
second term can be computed as

Pr(Sl[jl] 6= 0) · Pr(tl = −l | Sl[jl] 6= 0) ≈ (1− δl)
1
N
.

Adding the two terms, we get the result.

Theoretical values for both δl and τl match closely with the experimental
ones for all values of l.
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Computing the conditional biases in (3.2): When we divide the joint
probabilities Pr(Sl[l] = −l ∧ Sl[jl] = 0) and Pr(tl = −l ∧ Sl[jl] = 0) of
Theorem 3.5, and Pr(Zl = −l ∧ Sl[jl] = 0) of Theorem 3.6 by the appropriate
marginals δl = Pr(Sl[jl] = 0) of Corollary 3.7 and τl = Pr(tl = −l) of Theo-
rem 3.8, we get theoretical values for all the biases in (3.2). The theoretical
values closely match with the experimental observations.

3.1.3 Bias in (Zl = −l) and keylength prediction

First, we prove the bias in (3.3) and thereby show how to predict the length
l of RC4 secret key. Next, we use the marginal probability Pr(Zl = −l) to
derive the conditional probabilities of (3.1).

Theorem 3.9. Suppose that l is the length of the secret key of RC4. Then

Pr(Zl = −l) ≈ 1
N2 +

(
1− 1

N2

)
γl + (1− δl)

1
N
,

where γl is given in Theorem 3.6 and δl is given in Corollary 3.7.

Proof. We can write

Pr(Zl = −l) = Pr(Zl = −l ∧ Sl[jl] = 0) + Pr(Zl = −l ∧ Sl[jl] 6= 0),

where the first term is given by Theorem 3.6. When Sl[jl] 6= 0, the event
(Zl = −l) can be assumed to occur due to random association. Hence the
second term can be computed as

Pr(Sl[jl] 6= 0) · Pr(Zl = −l | Sl[jl] 6= 0) ≈ (1− δl)
1
N
.

Adding the two terms, we get the result.

It is important to note that the estimate of Pr(Zl = −l) is always greater
than 1/N + 1/N2 ≈ 0.003922 for N = 256 and 5 ≤ l ≤ 32. In Figure 3.2, we
plot the theoretical as well as the experimental values of Pr(Zl = −l) against
l for 5 ≤ l ≤ 32, where the experiments have been run over 1 billion trials of
RC4 PRGA, with randomly generated keys.
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Figure 3.2: Distribution of Pr(Zl = −l) for different lengths 5 ≤ l ≤ 32 of the RC4
secret key.

Keylength distinguisher: From this estimate, we immediately get a distin-
guisher of RC4 that can effectively distinguish the output keystream of the
cipher from a random sequence of bytes. For the event E : (Zl = −l), the
bias proved in Theorem 3.9 can be written as p(1 + q), where p = 1/N and
q > 1/N for 5 ≤ l ≤ 32 and N = 256. Thus, the number of samples required to
distinguish RC4 from random sequence of bits with a constant probability of
success is approximately 1

pq2 = N3. Using this distinguisher, one may predict
the length l of RC4 secret key from the output keystream.

Proofs of the keylength-dependent biases in (3.1): To prove the con-
ditional biases in (3.1), we first compute the associated joint probabili-
ties Pr (Sl[jl] = 0 ∧ Zl = −l) and Pr

(
SKl+1[l] = 0 ∧ Zl = −l

)
, and then use the

marginal Pr(Zl = −l) to obtain the final results. The first joint probability is
already computed in Theorem 3.6, and the second one is computed as follows.

Theorem 3.10. Suppose that l is the length of the secret key of RC4. Then

Pr(Zl = −l ∧ SKl+1[l] = 0)

≈
( 1
N2 +

(
1− 1

N2

)
αl

)
· α′l +

(
1− 1

N
−
(

1− 1
N2

)
αl

)
· 1
N2 ,

where αl is given in Lemma 3.4 and α′l is given in Theorem 3.6.

Proof. We consider the main path in this case to be Pr(SKl+1[l − 1] = −l ∧
SKl+1[l] = 0), which occurs with probability 1

N2 +
(
1− 1

N2

)
αl, as in Lemma 3.4.
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We also need to compute Pr(SKl+1[l − 1] = −l). Since iK in round l + 1 has
touched the index l, the value at this position can be assumed to be random.
Thus, we may assume Pr(SKl+1[l] = 0) ≈ 1

N
, and hence

Pr(SKl+1[l − 1] = −l)

= Pr(SKl+1[l − 1] = −l ∧ SKl+1[l] = 0) + Pr(SKl+1[l − 1] = −l ∧ SKl+1[l] 6= 0)

= 1
N2 +

(
1− 1

N2

)
αl + Pr(SKl+1[l] 6= 0) · Pr(SKl+1[l − 1] = −l | SKl+1[l] 6= 0)

≈ 1
N2 +

(
1− 1

N2

)
αl +

(
1− 1

N

) 1
N

= 1
N

+
(

1− 1
N2

)
αl.

Now, we may compute the main probability Pr(Zl = −l ∧ SKl+1[l] = 0), as

Pr(Zl = −l ∧ SKl+1[l] = 0 ∧ SKl+1[l − 1] = −l)

+ Pr(Zl = −l ∧ SKl+1[l] = 0 ∧ SKl+1[l − 1] 6= −l)

= Pr(SKl+1[l] = 0 ∧ SKl+1[l − 1] = −l) · Pr(Zl = −l |

SKl+1[l] = 0 ∧ SKl+1[l − 1] = −l)

+ Pr(SKl+1[l − 1] 6= −l) · Pr(Zl = −l ∧ SKl+1[l] = 0 | SKl+1[l − 1] 6= −l).

From Lemma 3.4 and proof of Theorem 3.6, the first part is approximated by(
1
N2 +

(
1− 1

N2

)
αl
)
· α′l. In the second part, we assume that when SKl+1[l −

1] 6= −l, with probability 1 − 1
N
−
(
1− 1

N2

)
αl, then the event (Zl = −l ∧

SKl+1[l] = 0) happens due to random association, with probability 1
N2 . Adding

the contributions from the two parts as above, we obtain the result.

If we divide Pr (Sl[jl] = 0 ∧ Zl = −l), as obtained from Theorem 3.6, and
Pr
(
SKl+1[l] = 0 ∧ Zl = −l

)
, as obtained from Theorem 3.10, by Pr(Zl = −l)

of Theorem 3.9, we get the desired conditional probabilities for the events
(Sl[jl] = 0 | Zl = −l) and

(
SKl+1[l] = 0 | Zl = −l

)
respectively. These theoret-

ical estimates closely match with our experimental observations. For an ex-
ample, in case of l = 16, from simulations with 1 billion randomly generated
secret keys, we obtained the experimental values of the above probabilities as
9.7/256 and 9.5/256 (approx.) respectively, whereas the theoretical values are
close to 9.6/256 for both cases.
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3.2 Extended keylength dependent biases

In [132, Section 2], we presented a family of biases in RC4 that are dependent
on the length of the secret key. The most important of those biases was a
keylength distinguisher based on the positive bias in the event (Zl = −l),
where l is the length of RC4 secret key in bytes. This result was discussed in
the previous section.

Subsequently, in [70, Section 3.4], Isobe, Ohigashi, Watanabe and Morii
observed that similar bias also exists in the class of events (Zxl = −xl) for
positive integer x = 1, . . . , bN/lc. To prove these biases, they explored certain
paths involving the expression fy = y(y + 1)/2 + ∑y

x=0 K[x]. However, they
could not prove all the paths and substituted experimental values to compute
what they referred to as semi-theoretical values. They also commented that

“Since semi-theoretical value are partially based on experimental
results, we can not claim that complete theoretical proof of these
bias are given.”

We observe that instead of following the approach of [70], if one follows the
approach in [132], then the theoretical derivation of the extended keylength
dependent biases become much simpler. In this section, we generalize all the
keylength dependent biases of [132] for any keylength l ∈ [3, N−1] and any in-
teger x = 1, 2, . . . , bN

l
c, and thereby complete the proof of extended keylength

distinguisher that was left open in [70]. As a result, the biases in [132] (pre-
sented in the previous section) become special cases of our results presented in
this section, if we take x = 1.

Note that though the general proof follows the same approach as in [132],
the extension is not obvious. A general proof always imply the special cases,
but the converse need not be true. We experimentally verified all the interme-
diate claims and assumptions related to the events involving xl, and we found
them to be consistent with our theoretical claims.

We will require some existing results for our proofs in this section. Propo-
sition 3.1 from the previous section (originally [100, Theorem 6.2.1]) and
Lemma 3.2 (revised version of [132, Lemma 1]) will be needed, along with
the following result, which is a revised version of [132, Theorem 1].
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Proposition 3.11. In RC4 PRGA, for 3 ≤ u ≤ N − 1 and 0 ≤ v ≤ N − 1,

Pr(Su−1[u] = v) ≈Pr(S1[u] = v)
(

1− 1
N

)u−2

+
u−1∑
y=2

u−y∑
w=0

Pr(S1[y] = v)
w! ·N

(
u− y − 1

N

)w (
1− 1

N

)u−3−w
.

3.2.1 Proofs of extended keylength dependent biases

All the biases that we are interested in are related to (SKxl+1[xl − 1] = −xl ∧
SKxl+1[xl] = 0), where x is an integer between 1 and bN

l
c. So we first derive the

probability for this event in Lemma 3.12.

Lemma 3.12. Suppose that l is the length of the secret key of RC4. Then
for 1 ≤ x ≤ bN

l
c, we have Pr(SKxl+1[xl − 1] = −xl ∧ SKxl+1[xl] = 0) ≈

1
N2 +

(
1− 1

N2

)
αx,l, where αx,l = 1

N

(
1− 3

N

)xl−2 (
1− xl+1

N

)
.

Proof. The major path that leads to the target event is as follows.

• In the first round of the KSA, when iK1 = 0 and jK1 = K[0], the value 0
is swapped into the index SK [K[0]] with probability 1.

• The index jK1 = K[0] /∈ {xl−1, xl,−xl}, so that the values xl−1, xl,−xl
at these indices respectively are not swapped out in the first round of
the KSA. We as well require K[0] /∈ {1, . . . , xl − 2}, so that the value 0
at index K[0] is not touched by these values of iK during the next xl− 2
rounds of the KSA. This happens with probability

(
1− xl+1

N

)
.

• From round 2 to xl − 1 (i.e., for iK = 1 to xl − 2) of the KSA, none
of jK2 , . . . , jKxl−1 touches the three indices {xl,−xl,K[0]}. This happens
with probability

(
1− 3

N

)xl−2
.

• In round xl of the KSA, when iKxl = xl − 1, jKxl becomes −xl with prob-
ability 1

N
, thereby moving −xl into index xl − 1.

• In round xl+1 of the KSA, when iKxl+1 = xl, jKxl+1 becomes jKxl +SKxl [xl]+
K[xl] = −xl + xl + K[0] = K[0], and as discussed above, this index
contains the value 0. Hence, after the swap, SKxl+1[xl] = 0. Since K[0] 6=
xl − 1, we have SKxl+1[xl − 1] = −xl.
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Considering the above events to be independent, the probability that all of
above occur together is given by αx,l = 1

N

(
1− 3

N

)xl−2 (
1− xl+1

N

)
. If the above

path does not occur, then the target event happens due to random association
with probability 1

N2 , thus contributing a probability of (1 − αx,l) 1
N2 . Adding

the two contributions, the result follows.

Theorem 3.13. Suppose that l is the length of the secret key of RC4.
Then for 1 ≤ x ≤ bN

l
c, we have Pr(Sxl[xl] = −xl ∧ Sxl[jxl] = 0) =

Pr(txl = −xl ∧ Sxl[jxl] = 0) ≈ 1
N2 +

(
1− 1

N2

)
βx,l, where βx,l =

1
N

(
1− 1

N

) (
1− 2

N

)N−3 (
1− 3

N

)xl−2 (
1− xl+1

N

)
.

Proof. From the proof of Lemma 3.12, consider the major path with probability
αx,l for the event (SKxl+1[xl − 1] = −xl ∧ SKxl+1[xl] = 0). For the remaining
N − xl − 1 rounds of the KSA and for the first xl − 2 rounds of the PRGA
(i.e., for a total of N − 3 rounds), none of the values of jK (corresponding to
the KSA rounds) or j (corresponding to the PRGA rounds) should touch the
indices {xl − 1, xl}. This happens with a probability of

(
1− 2

N

)N−3
.

Now, in round xl − 1 of PRGA, ixl−1 = xl − 1, from where the value
xl − 1 moves to index jxl−1 due to the swap. In the next round, ixl = xl and
jxl = jxl−1 + Sxl−1[xl] = jxl−1, provided the value 0 at index xl had not been
swapped out by jxl−1, the probability of which is 1 − 1

N
. So during the next

swap, the value −xl moves from index jxl to index xl and the value 0 moves
from index xl to jxl. The probability of the above major path leading to the
event (Sxl[xl] = −xl ∧ Sxl[jxl] = 0) is given by βx,l = αx,l

(
1− 2

N

)N−3 (
1− 1

N

)
.

If this path does not occur, then there is always a chance of 1
N2 for the target

event to happen due to random association. Adding the two contributions and
substituting the value of αx,l from Lemma 3.12, the result follows.

Further, as txl = Sxl[xl] + Sxl[jxl], the event (Sxl[xl] = −xl ∧ Sxl[jxl] = 0)
is equivalent to the event (txl = −xl ∧ Sxl[jxl] = 0), and hence the result.

Theorem 3.14. Suppose that l is the length of the secret key of RC4. Then
for 1 ≤ x ≤ bN

l
c, we have

Pr(Zxl = −xl ∧ Sxl[jxl] = 0) ≈ 1
N2 +

(
1− 1

N2

)
γx,l,

where γx,l = 1
N2

(
1− xl+1

N

)∑N−1
u=xl+1

(
1− 1

N

)u (
1− 2

N

)u−xl (
1− 3

N

)N−u+2xl−4
.
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Proof. From the PRGA update rule, we have jxl = jxl−1 + Sxl−1[xl]. Hence,
Sxl[jxl] = Sxl−1[xl] = 0 implies jxl = jxl−1 as well as Zxl = Sxl[Sxl[xl] +
Sxl[jxl]] = Sxl[Sxl−1[jxl] + 0] = Sxl[Sxl−1[jxl−1]] = Sxl[Sxl−2[xl − 1]]. Thus, the
event (Zxl = −xl ∧ Sxl[jxl] = 0) is equivalent to the event (Sxl[Sxl−2[xl−1]] =
−xl ∧ Sxl−1[xl] = 0).

From the proof of Lemma 3.12, consider the major path with probability
αxl for the joint event (SKxl+1[xl − 1] = −xl ∧ SKxl+1[xl] = 0). This constitutes
the first part of our main path leading to the target event. The second part,
having probability α′x,l, can be constructed as follows.

• For an index u ∈ [xl+ 1, N − 1], we have SKu [u] = u. This happens with
probability

(
1− 1

N

)u
.

• For the KSA rounds xl + 2 to u, the jK values do not touch the indices
xl − 1 and xl. This happens with probability

(
1− 2

N

)u−xl−1
.

• In round u + 1 of KSA, when iKu+1 = u, jKu+1 becomes xl − 1 with prob-
ability 1

N
. Due to the swap, the value u moves to SKu+1[xl − 1] and the

value −xl moves to SKu+1[u] = SKu+1[SKu+1[xl − 1]].

• For the remaining N − u − 1 rounds of the KSA and for the first
xl − 1 rounds of the PRGA, none of the jK or j values should touch
the indices {xl − 1, S[xl − 1], xl}. This happens with a probability of(
1− 3

N

)N−u+xl−2
.

• So far, we have (Sxl−1[Sxl−2[xl − 1]] = −xl ∧ Sxl−1[xl] = 0). Now,
we should also have jxl /∈ {xl − 1, S[xl − 1]} for Sxl[Sxl−2[xl − 1]] =
Sxl−1[Sxl−2[xl − 1]] = −xl. The probability of this condition is

(
1− 2

N

)
.

Assuming all the individual events in the above path to be mutually indepen-
dent, we get α′x,l = 1

N

∑N−1
u=xl+1

(
1− 1

N

)u (
1− 2

N

)u−xl (
1− 3

N

)N−u+xl−2
. Thus,

the probability of the entire path is given by γx,l = αx,l · α′x,l, that is

γx,l = 1
N2

(
1− xl + 1

N

)
N−1∑

u=xl+1

(
1− 1

N

)u (
1− 2

N

)u−xl (
1− 3

N

)N−u+2xl−4
.

If this path does not occur, then probability of occurrence is 1
N2 due to random

association. Adding the two contributions, we get the result.
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Theorem 3.15. For any length 3 ≤ l ≤ N − 1 of the secret key, and any
integer 1 ≤ x ≤ bN

l
c, the probability Pr(Sxl[jxl] = 0) is given by

δx,l ≈ Pr(S1[xl] = 0)
(

1− 1
N

)xl−2

+
xl−1∑
y=2

xl−y∑
w=0

Pr(S1[y] = 0)
w! ·N

(
xl − y − 1

N

)w (
1− 1

N

)xl−3−w
.

Proof. Note that Sxl[jxl] is assigned the value of Sxl−1[xl] due to the swap in
round xl. Hence, by substituting u = xl and v = 0 in Proposition 3.11, we get
the result.

Theorem 3.16. Suppose that l is the length of the secret key of RC4. Then
for 1 ≤ x ≤ bN

l
c, we have

τx,l = Pr(txl = −xl) ≈ 1
N2 +

(
1− 1

N2

)
βx,l + (1− δx,l)

1
N
,

where βx,l is given in Theorem 3.13 and δx,l is given in Theorem 3.15.

Proof. We can write Pr(txl = −xl) = Pr(txl = −xl ∧ Sxl[jxl] = 0) + Pr(txl =
−xl ∧ Sxl[jxl] 6= 0), where the first term is given by Theorem 3.13. When
Sxl[jxl] 6= 0, the event (txl = −xl) can be assumed to occur due to random
association. Hence the second term can be computed as

Pr(Sxl[jxl] 6= 0) · Pr(txl = −xl | Sxl[jxl] 6= 0) ≈ (1− δx,l)
1
N
,

where δx,l is as in Theorem 3.15. Adding the two terms, we get the result.

By dividing the joint probabilities Pr(Sxl[xl] = −xl ∧ Sxl[jxl] = 0) and
Pr(txl = −xl ∧ Sxl[jxl] = 0) of Theorem 3.13, and Pr(Zxl = −xl ∧ Sxl[jxl] =
0) of Theorem 3.14 by the appropriate marginals δx,l = Pr(Sxl[jxl] = 0) of
Theorem 3.15 and τx,l = Pr(tx,l = −xl) of Theorem 3.16, we get the theoretical
values of the following conditional biases:

Pr(Sxl[xl] = −xl | Sxl[jxl] = 0) = Pr(txl = −xl | Sxl[jxl] = 0),
Pr(Sxl[jxl] = 0 | txl = −xl), and Pr(Zxl = −xl | Sxl[jxl] = 0).
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3.2.2 Keylength dependent bias in (Zxl = −xl)

Theorem 3.17. Suppose that l is the length of the secret key of RC4. Then
for 1 ≤ x ≤ bN

l
c,

Pr(Zxl = −xl) ≈ 1
N2 +

(
1− 1

N2

)
γx,l + (1− δx,l)

1
N
,

where γx,l is given in Theorem 3.14 and δx,l is given in Theorem 3.15.

Proof. We can write Pr(Zxl = −xl) = Pr(Zxl = −xl ∧ Sxl[jxl] = 0)+Pr(Zxl =
−xl ∧ Sxl[jxl] 6= 0), where the first term is given by Theorem 3.14. When
Sxl[jxl] 6= 0, the event (Zxl = −xl) can be assumed to occur due to random
association. Hence the second term can be computed as Pr(Sxl[jxl] 6= 0) ·
Pr(Zxl = −xl | Sxl[jxl] 6= 0) ≈ (1 − δx,l) 1

N
, where δx,l is as in Theorem 3.15.

Adding the two terms, we get the result.

By dividing the joint probability Pr(Zxl = −xl ∧ Sxl[jxl] = 0) of Theo-
rem 3.14 by Pr(Zxl = −xl) of Theorem 3.17, we get the theoretical value of
the probability Pr(Sxl[jxl] = 0 | Zxl = −xl).

In Figure 3.3, we compare the experimental values of (Zxl = −xl), obtained
from the data of [5,14], with our theoretical values derived from Theorem 3.17,
for keylength l = 16 and x = 1, 2, . . . , 15. We have obtained similar results for
other keylengths as well, and Figures 3.4 to 3.9 represent some of the results.

Figure 3.3: Bias in (Zxl = −xl) for keylength l = 16 and x = 1, 2, . . . , 15.
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Figure 3.4: Bias in (Zxl = −xl) for keylength l = 8 and x = 1, 2, . . . , 31.

Figure 3.5: Bias in (Zxl = −xl) for keylength l = 12 and x = 1, 2, . . . , 21.

Figure 3.6: Bias in (Zxl = −xl) for keylength l = 20 and x = 1, 2, . . . , 12.
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Figure 3.7: Bias in (Zxl = −xl) for keylength l = 24 and x = 1, 2, . . . , 10.

Figure 3.8: Bias in (Zxl = −xl) for keylength l = 28 and x = 1, 2, . . . , 9.

Figure 3.9: Bias in (Zxl = −xl) for keylength l = 32 and x = 1, 2, . . . , 7.
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The theoretical values for probabilities Pr(Zxl = −xl) derived in this section
closely match the experimental data, as depicted in the figures above. Only
in case of Figures 3.4 and 3.5, for l = 8 and l = 12 respectively, we find
a deviation of the experimental data from our theoretical estimates. This
deviation however, is prominent only at a single data-point x = 2; and we
leave it outside the scope of this thesis for a potential future work.

3.3 Keylength dependent bias in first byte

In this section, we attempt at solving the mysterious negative bias in the event
(Z1 = 129), which was observed by [5,14], but not in [112,132]. We notice that
the length of the secret key used in the experiments of [5,14] was consistently
l = 16, whereas the same for [112,132] might have been different. This hinted
that the bias in (Z1 = 129) may be keylength dependent. Our experiments
revealed that the negative bias of (Z1 = 129) is prominent only for keylength
l equal to non-trivial factors of 256, that is, for l = 2, 4, 8, 16, 32, 64, 128. This
behavior, depicted in Figure 3.10, is amazingly similar to the keylength depen-
dence of Pr(S0[128] = 127), as in Figure 3.11.

The graphical representation of the complete probability distribution of Z1

presented in [132, Fig.9] had a typographic error stating that the experimental
values are ‘with 16 byte keys’, whereas the experimental values were actually
recorded for full-length 256 byte secret keys. This is why the curve for Z1

in [132] missed the prominent, but keylength dependent, bias in (Z1 = 129).
We correct the typographic error in Figure 5.2 of Chapter 5.

Our experiments with these specific keylengths l = 2, 4, . . . , 128 revealed
that the negative bias in (S0[128] = 127) is of the same kind. This bias
had been pointed out quite a few years ago [100, 120] as an ‘anomaly’ in the
otherwise smooth distribution of S0[u] = v, but it was never observed as a
keylength dependent phenomenon. In fact, dependence of keystream biases on
the secret keylength l was first proved in [132], for any keylength l, but no such
pattern for specific keylengths was discovered earlier.

In this section, we settle the mysterious open issue of the (S0[128] = 127)
anomaly, and then analyze its connection with the bias of (Z1 = 129), if any.
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Figure 3.10: Bias in the event (Z1 = 129) for keylength 1 ≤ l ≤ 256.

Figure 3.11: Bias in the event (S0[128] = 127) for keylength 1 ≤ l ≤ 256.

3.3.1 Proof of anomaly in (S0[128] = 127)

We will require the following technical results to prove the main theorem later.

Lemma 3.18. In practical RC4 with N = 256, for 1 ≤ r ≤ N ,

Pr(SKr−1[r] = r) ≈ 1/N + (1− 1/N)r.

Proof. We know that SK0 is the identity permutation of {0, . . . , N − 1}, and
thus SK0 [r] = r. This value will remain at the same index till round (r − 1)
if none of jK1 , jK2 , . . . , jKr−1 touches the index r, which occurs with probability
(1 − 1/N)r−1, or otherwise due to random association, with probability 1/N .
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Hence, we get Pr(SKr−1[r] = r) approximately equal to

(1− 1/N)r−1 · 1 + (1− (1− 1/N)r−1) · (1/N) = 1/N + (1− 1/N)r.

Thus the result.

Lemma 3.19. In practical RC4 with N = 256,

Pr(SK127[128] = −K[128]) ≈ 0.4/N,

if and only if l, the length of the secret key, is a non-trivial factor of N = 256.

Proof. Let us consider the following two paths.

Path 1. Consider SK127[128] = 128. In this case, we surely require K[128] =
−128 = 128 (modulo N = 256). Now, if l = 2, 4, . . . , 128, then K[128] =
K[0] = 128. This implies jK1 = jK0 + SK0 [0] + K[0] = 0 + 0 + 128 = 128,
which in turn results in SK1 [0] = 128 and SK1 [128] = 0 after swap in the
first round. As iK does not touch index locations 0 or 128 during rounds
2 to 127, we can not have SK127[128] = 128, a contradiction. If l does
not divide 128, then K[128] may not be equal to K[0], and in this case
SK127[128] = 128 may occur with probability 1/N .

Thus, Pr(SK127[128] = −K[128] | SK127[128] = 128) = 0 if l = 2, 4, . . . , 128,
and Pr(SK127[128] = −K[128] | SK127[128] = 128) ≈ 1/N , otherwise.

Path 2. In case SK127[128] 6= 128, there is no special behavior depen-
dent on the keylength l, and we may assume that Pr(SK127[128] =
−K[128] | SK127[128] 6= 128) ≈ 1/N .

Combining the two paths, we get

Pr(SK127[128] = −K[128])

= Pr(SK127[128] = −K[128] | SK127[128] = 128) · Pr(SK127[128] = 128)

+ Pr(SK127[128] = −K[128] | SK127[128] 6= 128) · Pr(SK127[128] = 128)

≈ 0 · (156/N) + (1/N) · (1− 156/N) ≈ 0.4/N,
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if l = 2, 4, . . . , 128, where Pr(SK127[128] = 128) ≈ 156/N is by Lemma 3.18 with
r = 128. For all other values of l, we get

Pr(SK127[128] = −K[128]) ≈ (1/N) · (156/N) + (1/N) · (1− 156/N) = 1/N.

Integrating the two cases, we get the result.

Theorem 3.20. In practical RC4 with N = 256,

Pr(S0[128] = SKN [128] = 127) ≈ 0.63/N,

if and only if l, the length of the secret key, is a non-trivial factor of N = 256.

Proof. Let us first compute Pr(SK128[128] = 127), using the following paths.

Path 1. Consider SK127[128] = −K[128]. In this case, j128 = j127 + SK127[128] +
K[128] = j127. So, SK128[128] = SK127[j128] = SK127[j127] = SK126[127]. Now,
by Lemma 3.18 with r = 127, we get Pr(SK126[127] = 127) ≈ 156/N .
Thus, Pr(SK128[128] = 127 | SK127[128] = −K[128]) ≈ 156/N .

Path 2. Consider SK127[128] 6= −K[128]. In this case, SK128[128] = SK126[X]
for some X 6= 127. Thus by normalization over the probability values
Pr(SK126[X] = 127) for X 6= 127, we get Pr(SK128[128] = 127 | SK127[128] 6=
−K[128]) ≈ (1− 156/N)/(N − 1) ≈ 0.4/N .

Combining the two paths as above, we get

Pr(SK128[128] = 127)

= Pr(SK128[128] = 127 | SK127[128] = −K[128]) · Pr(SK127[128] = −K[128])

+ Pr(SK128[128] = 127 | SK127[128] 6= −K[128]) · Pr(SK127[128] 6= −K[128])

≈ (156/N) · (0.4/N) + (0.4/N) · (1− 0.4/N) ≈ 0.64/N,

if l = 2, 4, . . . , 128. For all other values of l, we get Pr(SK128[128] = 127) ≈
(156/N) · (1/N) + (0.4/N) · (1 − 1/N) ≈ 1/N . In both cases, the value of
Pr(SK127[128] = −K[128]) comes from Lemma 3.19.

Once we have SK128[128] = 127, we know that S0[128] = SKN [128] = 127 if
none of j129, . . . , jN touches the index 128. If otherwise SK128[128] 6= 127 and the
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value 127 is in any index less than 128, then SKN [128] 6= 127. If SK128[128] 6= 127
and the value 127 is in any index I greater than 128, then SKN [128] = 127 may
occur due to the following association.

Indices j129, . . . , jI−1 do not touch location I before i = I.
When i = I, we have j = 128, so that the appropriate swap occurs.
None of jI+1, . . . , jN touches location 128 after the previous event.

This path entails a approximate probability (1/N) · (1 − 1/N)127 for each I,
and the total probability of the aforesaid association, over I = 129, . . . , 255,
becomes approximately 0.24/N . Thus for l = 2, 4, . . . , 128, we have

Pr(SKN [128] = 127)

= Pr(SK128[128] = 127) · (1− 1/N)128 + Pr(SK128[128] 6= 127) · (0.24/N)

≈ (0.64/N) · (155/N) + (1− 0.64/N) · (0.24/N) ≈ 0.63/N.

For other values of l, we get Pr(S0[128] = SKN [128] = 127) following the distri-
bution of S0[u] = v predicted by Mantin [100,103]. Hence the ‘anomaly’.

The theoretical results regarding the anomaly in (S0[128] = 127), as above,
produce a numerical value of 0.63/N = 0.002461 for N = 256. This value
closely matches with the experimental results, both from our own experiments
(0.002453), as well as the value 0.002440 reported in the literature [119,120].

This settles a long-standing mysterious issue in RC4 literature, and hints
at the possibility that all ‘anomalies’ or deviations of probabilities in the dis-
tribution of S0 from that predicted by Mantin [100], may actually result from
intricate keylength dependencies.

3.3.2 Study of the bias in (Z1 = 129)

Experimentally, we find that Pr(Z1 = 129 | S0[128] = 127) ≈ 1/N − 0.5/N2

and Pr(Z1 = 129 | S0[128] 6= 127) ≈ 1/N − 2/N2. Thus, using the anomaly,
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one may estimate Pr(Z1 = 129) as

Pr(Z1 = 129 | S0[128] = 127) Pr(S0[128] = 127)

+ Pr(Z1 = 129 | S0[128] 6= 127) Pr(S0[128] 6= 127)

≈ (1/N − 0.5/N2) · (0.63/N) + (1/N − 2/N2) · (1− 0.63/N) ≈ 1/N − 2/N2.

However, it may be the case that the anomaly is not directly influencing the
bias in (Z1 = 129). Investigation and proof of all causal paths towards proving
the negative bias in (Z1 = 129) remains an interesting open question, which
requires an independent rigorous analysis, beyond the scope of this thesis.

In summary, we attempted the proof of the bias in (Z1 = 129), but could not
settle it completely. However, we discovered that this bias is a new ‘keylength
dependent’ bias of RC4, which is prominent only for certain keylengths l =
2, 4, 8, . . . , 128. In the process, we tried to relate it with the long-standing open
issue of ‘anomalies’ in RC4 initial state, and could prove an important anomaly
regarding the bias in (S0[128] = 127). Our work reveals that a thorough
analysis of the ‘anomaly pairs’ of RC4 initial PRGA state S0 is necessary, not
only for their independent theoretical interest, but also to investigate their
potential implications towards keystream biases.



Chapter 4
Biases Involving State Variables of RC4

In this chapter, we prove some empirically observed biases that involve the
state variables i, j and S along with the output keystream Z. This chapter
deals with the following problems in RC4 analysis, as mentioned earlier in
Section 1.4 of Chapter 1.

Problem 1c. Prove all known significant biases of RC4 involving the state
variables, as empirically observed in [136]. In addition, is it possible to
identify and prove other interesting biases of similar nature?

Problem 1d. It seems that the index j exhibits certain non-random behavior
in the initial rounds of RC4 PRGA. Is it possible to completely charac-
terize the (non-)randomness of index j throughout RC4 PRGA?

Problems 1c is studied and solved in our papers [131, 132], and the study of
Problem 1d is presented in our works [98,132].

4.1 Proof of biases involving state variables

In connection with Problems 1c and 1d, we investigate some significant em-
pirical biases discovered and reported by Sepehrdad, Vaudenay and Vuag-
noux [136]. We provide theoretical justification only for the biases which are
of the approximate order of 2/N or more, as in Table 4.1.
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4.1.1 Biases at specific initial rounds

In this section, we shall assume two main models to prove the results; that of
uniform random keys with actual RC4 next-state-function for the evolution of
S and i, j through KSA (we refer to this model as S0 of RC4), and that of
uniformly random initial permutation S0 in PRGA (we refer to this model as
random S0). Each result specifies the model used to compute the values.

We first prove the bias labeled “New_noz_014” in [136, Figure 3 and Figure
4] and Table 4.1.

Theorem 4.1. After the first round (r = 1) of RC4 PRGA,

Pr(j1 + S1[i1] = 2) = Pr(S0[1] = 1) +
∑
X 6=1

Pr(S0[X] = 2−X ∧ S0[1] = X).

Proof. We have j1 + S1[i1] = S0[1] + S0[j1] = S0[1] + S0[S0[1]]. We compute
the desired probability using the following two conditional paths depending on
the value of j1 = S0[1]:

Pr(j1 + S1[i1] = 2)

= Pr(S0[1] + S0[S0[1]] = 2 | S0[1] = 1) · Pr(S0[1] = 1)

+
∑
X 6=1

Pr(S0[1] + S0[S0[1]] = 2 | S0[1] = X) · Pr(S0[1] = X)

= Pr(1 + S0[1] = 2 | S0[1] = 1) · Pr(S0[1] = 1)

+
∑
X 6=1

Pr(X + S0[X] = 2 | S0[1] = X) · Pr(S0[1] = X)

= 1 · Pr(S0[1] = 1) +
∑
X 6=1

Pr(S0[X] = 2−X ∧ S0[1] = X).

Hence the result.

If we consider the RC4 permutation after the KSA, the probabilities in-
volving S0 in the expression for Pr(j1 + S1[i1] = 2) should be evaluated using
Proposition 3.1 and the joint probability should be estimated in the same man-
ner as in Section 5.1.3, giving a total probability of approximately 1.937/N for
N = 256. This closely matches the observed value 1.94/N . If we assume that
RC4 PRGA starts with a random initial permutation S0, the probability turns
out to be approximately 2/N − 1/N2 ≈ 1.996/N for N = 256, i.e., almost
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twice that of a random occurrence.

Next, we prove the biases “New_noz_007”, “New_noz_009” and “New_004”,
as labeled in [136] and Table 4.1.

Theorem 4.2. After the second round (r = 2) of PRGA, the following prob-
ability relations hold between index j2 and state variables S2[i2], S2[j2]:

Pr(j2 + S2[j2] = 6) ≈ Pr(S0[1] = 2) +
∑

X even, X 6=2
(2/N) · Pr(S0[1] = X), (4.1)

Pr(j2 + S2[j2] = S2[i2]) ≈ 2/N − 1/N2, (4.2)

Pr(j2 + S2[j2] = S2[i2] + Z2) ≈ 2/N − 1/N2. (4.3)

Proof. We have j2 + S2[j2] = (j1 + S1[i2]) + S1[i2] = S0[1] + 2 · S1[2] in RC4
PRGA. Now for Equation (4.1), we have the following paths depending on the
value of j1 = S0[1]:

Pr(j2 + S2[j2] = 6) = Pr(S0[1] + 2 · S1[2] = 6 | S0[1] = 2) · Pr(S0[1] = 2)

+
∑
X 6=2

Pr(S0[1] + 2 · S1[2] = 6 | S0[1] = X) · Pr(S0[1] = X).

We explore the conditional events in each of the above paths as follows:

S0[1] = 2 ⇒ S0[1] + 2 · S1[2] = 2 + 2 · S1[j1]

= 2 + 2 · S0[i1] = 2 + 2 · S0[1] = 6,

S0[1] = X 6= 2 ⇒ S0[1] + 2 · S1[2] = X + 2 · S1[2].

To satisfy X + 2 · S1[2] = 6 in the second path, the value of X must be even
and for each such value of X, the variable S1[2] can take two different values,
namely (3 +N/2−X/2) and (3 +N −X/2) modulo N . Thus, we have

Pr(j2 + S2[j2] = 6) = 1 · Pr(S0[1] = 2) +
∑

X even, X 6=2
(2/N) · Pr(S0[1] = X).

In case of Equation (4.2), we have the following conditional paths depending
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on the value of S1[2]:

Pr(j2 + S2[j2] = S2[i2])

= Pr(S0[1] + 2 · S1[2] = S1[j2] | S1[2] = 0) · Pr(S1[2] = 0)

+ Pr(S0[1] + 2 · S1[2] = S1[j2] | S1[2] 6= 0) · Pr(S1[2] 6= 0).

In the first case, the condition holds with probability 1, since S1[2] = 0 implies

S0[1] + 2 · S1[2] = S0[1], and

S1[j2] = S1[S0[1] + S1[2]] = S1[S0[1]] = S1[j1] = S0[i1] = S0[1].

For all other cases in the second path, with S1[2] = X 6= 0, we can assume the
condition to hold with probability approximately 1/N . Thus, we have:

Pr(j2 + S2[j2] = S2[i2]) ≈ 1 · (1/N) + (1/N) · (1− 1/N) = 2/N − 1/N2.

For Equation (4.3), the condition is almost identical to the condition of Equa-
tion (4.2) apart from the inclusion of Z2. However, our first path S1[2] = 0
gives Pr(Z2 = 0 | S1[2] = 0) = 1 (as in [103]), which implies the following:

Pr(j2 + S2[j2] = S2[i2] + Z2 | S1[2] = 0) = Pr(j2 + S2[j2] = S2[i2] | S1[2] = 0).

In all other cases with S1[2] 6= 0, we assume the conditions to match uniformly
at random. Therefore:

Pr(j2 + S2[j2] = S2[i2] + Z2) ≈ (1/N) · 1 + (1− 1/N) · (1/N) = 2/N − 1/N2.

(4.4)
Hence the result.

In case of Equation (4.1), if we assume S0 to be the initial state for RC4
PRGA, and substitute all probabilities involving S0 using Proposition 3.1, we
get the total probability equal to 2.36/N for N = 256. This value closely
matches with the observed probability 2.37/N . If we assume S0 to be a ran-
dom permutation in (4.1), we get probability 2/N − 2/N2 ≈ 1.992/N for
N = 256. The theoretical results are summarized in Table 4.2 along with the
experimentally observed probabilities from [136].
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4.1.2 Round-independent biases at all initial rounds

In this section, we turn our attention to the biases labeled “New_noz_001” and
“New_noz_002.” In [136] it was observed that both of these biases exist for all
initial rounds (1 ≤ r ≤ N −1) of RC4 PRGA. In Theorem 4.3 below, we prove
a more general result. We show that actually these biases do not change with
r and they continue to persist at the same order of 2/N at any arbitrary round
of PRGA. Thus, the probabilities for “New_noz_001” and “New_noz_002”
from [136] are special cases (for 1 ≤ r ≤ N − 1) of Theorem 4.3.

We shall assume the probabilistic model of uniformly random permutation
S anytime during PRGA, where the pointer j is assumed to be uniformly
random and independent of the permutation.

Theorem 4.3. At any round r ≥ 1 of RC4 PRGA, the following two relations
hold between the indices ir, jr and the state variables Sr[ir], Sr[jr]:

Pr(jr + Sr[jr] = ir + Sr[ir]) ≈ 2/N, (4.5)

Pr(jr + Sr[ir] = ir + Sr[jr]) ≈ 2/N. (4.6)

Proof. We denote the events as E1 : (jr + Sr[jr] = ir + Sr[ir]) and E2 : (jr +
Sr[ir] = ir + Sr[jr]). For both the events, we shall take the conditional paths
as follows for computing the probabilities:

Pr(E1) = Pr(E1 | ir = jr) · Pr(ir = jr) + Pr(E1 | ir 6= jr) · Pr(ir 6= jr),

Pr(E2) = Pr(E2 | ir = jr) · Pr(ir = jr) + Pr(E2 | ir 6= jr) · Pr(ir 6= jr).

We have Pr(ir = jr) ≈ 1/N and Pr(E1 | ir = jr) = Pr(E2 | ir = jr) = 1.
In the case where ir 6= jr, we have Sr[jr] 6= Sr[ir], as Sr is a permutation.
Thus in case ir 6= jr, the values of Sr[ir] and Sr[jr] can be chosen in N(N − 1)
ways (drawing from a permutation without replacement) to satisfy the events
E1, E2. This gives the total probability for each event E1, E2 as

Pr(E1) ≈ Pr(E2)

≈ 1 · 1
N

+
∑
jr 6=ir

1
N(N − 1) = 1

N
+ (N − 1) · 1

N(N − 1) = 2
N
. (4.7)

Hence the result.
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Our theoretical results match the probabilities reported in [136, Figure 2]
for the initial rounds 1 ≤ r ≤ N − 1. One may note that the biases in
Theorem 4.3 look somewhat similar to Jenkin’s correlations [75]:

Pr(Zr = jr − Sr[ir]) ≈ 2/N and Pr(Zr = ir − Sr[jr]) ≈ 2/N.

However, the biases proved in Theorem 4.3 do not contain the keystream byte
Zr, and one may check that the results do not follow directly from Jenkin’s
correlations [75] either.

4.1.3 Round-dependent biases at all initial rounds

Next, we consider the biases that are labeled as “New_000”, “New_noz_004”
and “New_noz_006” in [136, Figure 2]. We prove the biases for rounds 3 to
255 in RC4 PRGA, and we show that all of these decrease in magnitude with
increase in r, as observed experimentally in [136].

In this section, we shall assume the probabilistic model of uniform random
keys to prove the results. We assume actual RC4 next-state-function for the
evolution of S and i, j, and no randomness assumptions are made on the initial
state S0 of PRGA.

The bias labeled “New_noz_006” in [136] can be derived as a corollary to
Theorem 3.3 as follows.

Corollary 4.4. For PRGA rounds 3 ≤ r ≤ N − 1,

Pr(Sr[jr] = ir) ≈ Pr(S1[r] = r)
(

1− 1
N

)r−2

+
r−1∑
t=2

r−t∑
w=0

Pr(S1[t] = r)
w! ·N

(
r − t− 1

N

)w (
1− 1

N

)r−3−w
.

Proof. Sr[jr] is assigned the value at Sr−1[r] due to the swap in round r. Hence
substituting u = r and v = ir = r in Theorem 3.3, we get the result.

In Figure 4.1, we illustrate the experimental observations (each data point
represents the average obtained from over 100 million experimental runs with
16-byte key in each case) and the theoretical values for the distribution of
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Figure 4.1: Distribution of Pr(Sr[jr] = ir) for initial rounds 3 ≤ r ≤ 255 of RC4
PRGA.

Pr(Sr[jr] = ir) over the initial rounds 3 ≤ r ≤ 255 of RC4 PRGA. It is
evident that our theoretical formula, as derived in Corollary 4.4, matches the
experimental observations.

Next we take a look at the other two round-dependent biases of RC4,
observed in [136]. We state the related result in Theorem 4.5, corresponding
to observations “New_noz_004” and “New_000”.

Theorem 4.5. For PRGA rounds 3 ≤ r ≤ N − 1,

Pr(Sr[ir] = jr) ≈ Pr(Sr[tr] = tr)

≈ r

N2 +
N−1∑
X=r

1
N

(
Pr(S1[X] = X)

(
1− 1

N

)r−2

+
r−1∑
u=2

r−u∑
w=0

Pr(S1[u] = r)
w! ·N

(
r − u− 1

N

)w (
1− 1

N

)r−3−w)
.

Proof. We can write the two events under consideration as E3 : (Sr−1[jr] = jr)
and E4 : (Sr[tr] = tr), where jr and tr can be considered as pseudorandom
variables for all 3 ≤ r ≤ N − 1. We consider the following conditional paths
for the first event E3, depending on the range of values jr may take:

Pr(E3) =
r−1∑
X=0

Pr(E3|jr = X) · Pr(jr = X) +
N−1∑
X=r

Pr(E3|jr = X) · Pr(jr = X).

Case I. In this case, we assume that jr takes a value X between 0 and r − 1.
Each position in this range is touched by index i, and may also be touched
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by index j. Thus, irrespective of any initial condition, we may assume that
Pr(E3 | jr = X) ≈ 1/N in this case. Hence, this part contributes:

r−1∑
X=0

Pr(E3 | jr = X) · Pr(jr = X) ≈
r−1∑
X=0

1
N
· 1
N

= r

N2 .

Case II. Here we suppose that jr assumes a value r ≤ X ≤ N − 1. In this
case, the probability calculation can be split into two paths, as follows:

Pr(E3 | jr = X) = Pr(E3 | jr = X ∧ S1[X] = X) · Pr(S1[X] = X)

+ Pr(E3 | jr = X ∧ S1[X] 6= X) · Pr(S1[X] 6= X).

If S1[X] = X, similarly to the logic in Theorem 3.3, we get the following:

Pr(E3 | jr = X ∧S1[X] = X) ·Pr(S1[X] = X) ≈ Pr(S1[X] = X)
(

1− 1
N

)r−2
.

If we suppose that S1[u] = X for some u 6= X, then one may note the following
two sub-cases:

• Sub-case 2 ≤ u ≤ r − 1: The probability for this path is similar to that
in the proof of Theorem 3.3:

r−1∑
u=2

r−u∑
w=0

Pr(S1[u] = r)
w! ·N

(
r − u− 1

N

)w (
1− 1

N

)r−3−w
.

• Sub-case r ≤ u ≤ N − 1: In this case the value X will always be behind
the position of ir = r, whereas X > r as per assumption, i.e., the value
X can never reach index position X from initial position u. Thus the
probability is 0 in this case.

Assuming Pr(jr = X) = 1/N for all X, and combining all contributions from
the above-mentioned cases, we get the value of Pr(Sr−1[jr] = jr) = Pr(Sr[ir] =
jr), as desired.

In case of Pr(Sr[tr] = tr), tr is a random variable just like jr, and may take
all values from 0 to N−1 with approximately the same probability 1/N . Thus
we can approximate Pr(Sr[tr] = tr) ≈ Pr(Sr−1[jr] = jr) to obtain the desired
expression.
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Remark 4.6. The approximation Pr(Sr[tr] = tr) ≈ Pr(Sr−1[jr] = jr), as in
Theorem 4.5, is particularly close for higher values of r because the effect of a
single state change from Sr−1 to Sr is low in such a case. For smaller values
of r, it is more accurate to approximate Pr(Sr−1[tr] = tr) ≈ Pr(Sr−1[jr] = jr)
and critically analyze the effect of the r-th round of PRGA thereafter.
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Figure 4.2: Distributions of Pr(Sr[ir] = jr) and Pr(Sr[tr] = tr) for initial rounds
3 ≤ r ≤ 255 of RC4 PRGA.

In Figure 4.2, we show the experimental observations (averages taken over
100 million runs with 16-byte key) and the theoretical values for the distribu-
tions of Pr(Sr[ir] = jr) and Pr(Sr[tr] = tr) over the initial rounds 3 ≤ r ≤ 255
of RC4 PRGA. It is evident that our theoretical formulae closely match with
the experimental observations in both the cases.
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4.2 (Non-)Randomness of j at initial rounds

Two indices, i and j, are used in RC4 PRGA – the first is deterministic and
the second one is pseudorandom. Index j depends on the values of i and S[i]
simultaneously, and the pseudorandomness of the permutation S causes the
pseudorandomness in j. In this section, we attempt to analyze the pseudoran-
dom behavior of j more clearly.

In this section, we shall assume the probabilistic model of uniform random
keys to prove the results. We assume actual RC4 next-state-function for the
evolution of S and i, j, and no randomness assumptions are made on the initial
state S0 of PRGA.

In RC4 PRGA, we know that for r ≥ 1, ir = r mod N and jr = jr−1 +
Sr−1[ir], starting with j0 = 0. Thus, we can recursively write the values of j
at different rounds 1 ≤ r ≤ N − 1:

j0 = 0,

j1 = S0[1],

j2 = S0[1] + S1[2],

· · ·

jr = jr−1 + Sr−1[ir] = S0[1] + S1[2] + · · ·+ Sr−1[r] =
r∑

x=1
Sx−1[x].

4.2.1 Non-randomness of j1

In the first round of PRGA, j1 = S0[1] follows a probability distribution which
is determined by S0. According to Proposition 3.1, we have:

Pr(j1 = v) = Pr(S0[1] = v)

=



1
N
, if v = 0;

1
N

(
N − 1
N

+ 1
N

(
N − 1
N

)N−2)
, if v = 1;

1
N

((
N − 1
N

)N−2
+
(
N − 1
N

)v)
, if v > 1.

This clearly tells us that j1 is not random. This is also portrayed in Figure 4.3.



105 4.2 (Non-)Randomness of j at initial rounds

4.2.2 Non-randomness of j2

In the second round of PRGA, however, we have j2 = S0[1] + S1[2], which
demonstrates better randomness, as per the following discussion. We have:

Pr(j2 = v) = Pr(S0[1]+S1[2] = v) =
N−1∑
w=0

Pr(S0[1] = w∧S1[2] = v−w). (4.8)

The following cases may arise with respect to Equation (4.8).

• Case I: Suppose that j1 = S0[1] = w = 2. Then, S1[i2] = S1[2] = S1[j1] =
S0[i1] = S0[1] = 2. In this case, we have:

Pr(j2 = v) =


Pr(S0[1] = 2), if v = 4;

0, otherwise.

• Case II: Suppose that j1 = S0[1] = w 6= 2. Then S0[2] will not get
swapped in the first round, and hence S1[2] = S0[2]. In this case,
Pr(S0[1] = w ∧ S1[2] = v − w) = Pr(S0[1] = w ∧ S0[2] = v − w).

We substitute the results obtained from these cases to Equation (4.8) to obtain:

Pr(j2 = v) =



Pr(S0[1] = 2)

+
∑
w 6=2

Pr(S0[1] = w ∧ S0[2] = v − w), if v = 4;

∑
w 6=2

Pr(S0[1] = w ∧ S0[2] = v − w), if v 6= 4.

(4.9)

Equation (4.9) completely specifies the exact probability distribution of j2,
where the exact values of the probabilities Pr(S0[x] = y) can be substituted
from Proposition 3.1 with the adjustment as in Section 5.1.3 for estimating
the joint probabilities. However, the expression suffices to exhibit the non-
randomness of j2 in the RC4 PRGA, having a large bias for v = 4. We found
that the theoretical probabilities from Equation (4.9) match almost exactly
with the experimental data plotted in Figure 4.3. For the sake of clarity, we
do not show the theoretical curve in Figure 4.3.
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4.2.3 Randomness of jr for r ≥ 3

It is possible to compute the explicit probability distributions of jr =∑r
x=1 Sx−1[x] for 3 ≤ r ≤ 255 as well. We do not present the complicated

expressions for Pr(jr = v) for r ≥ 3 here, but it turns out that jr becomes
closer to be random as r increases.
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Figure 4.3: Probability distribution of jr for 1 ≤ r ≤ 3.

The probability distributions of j1, j2 and j3 are shown in Figure 4.3, where
the experiments have been run over 1 billion trials of RC4 PRGA, with ran-
domly generated keys of size 16 bytes. One may note that the randomness in j2

is more than that of j1 (apart from the case v = 4), and j3 is almost uniformly
random. This trend continues for the later rounds of PRGA as well. However,
we do not plot the graphs for the probability distributions of jr with r ≥ 4,
as these distributions are almost identical to that of j3, i.e., almost uniformly
random in behavior.

4.2.4 Correlation between Z2 and S2[2]

We now explore the bias in (j2 = 4) more deeply and establish a correlation
between the state S2 and the keystream. Let us first evaluate Pr(j2 = 4):

Pr(j2 = 4) = Pr(S0[1] = 2) +
∑
w 6=2

Pr(S0[1] = w ∧ S0[2] = 4− w)

= 1
N

[(
N − 1
N

)N−2
+
(
N − 1
N

)2]
+
∑
w 6=2

Pr(S0[1] = w ∧ S0[2] = 4− w).
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Following Proposition 3.1 and the estimation of joint probabilities as in
Section 5.1.3, the sum in the above expression evaluates approximately to
0.965268/N for N = 256. Thus, we get:

Pr(j2 = 4) ≈ 1
N

[(
N − 1
N

)N−2
+
(
N − 1
N

)2]
+ 0.965268

N
≈ 7/3

N
.

This closely matches with our experimental observation, as depicted in Fig-
ure 4.3. To exploit this bias in (j2 = 4), we focus on the event (S2[i2] = 4−Z2)
or (S2[2] = 4− Z2), and prove the following.

Theorem 4.7. After the second round of RC4 PRGA with N = 256,

Pr (S2[2] = 4− Z2) ≈ 1
N

+ 4/3
N2 .

Proof. We can write Z2 in terms of the state variables as follows:

Z2 = S2[S2[i2] + S2[j2]] = S2[S1[j2] + S1[i2]] = S2[S1[j2] + S1[2]].

Thus, we can write the probability of the target event (S2[2] = 4− Z2) as

Pr(S2[2] = 4− Z2) = Pr(S2[i2] = 4− S2[S1[j2] + S1[2]])

= Pr(S1[j2] + S2[S1[j2] + S1[2]] = 4)

= Pr(S1[j2] + S2[S1[j2] + S1[2]] = 4 ∧ j2 = 4)

+ Pr(S1[j2] + S2[S1[j2] + S1[2]] = 4 ∧ j2 6= 4).

Computing the first term: The probability for the first event can be cal-
culated as follows:

Pr(S1[j2] + S2[S1[j2] + S1[2]] = 4 ∧ j2 = 4)

= Pr(S1[4] + S2[S1[4] + S1[2]] = 4 ∧ j2 = 4)

=
N−1∑
y=0

Pr (S1[4] + S2[y] = 4 ∧ S1[4] + S1[2] = y ∧ j2 = 4)

= Pr(j2 = 4) ·
N−1∑
y=0

Pr (S1[4] + S2[y] = 4 ∧ S1[4] + S1[2] = y) .

In the last expression, the values taken from S1 are independent of the value
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of j2, and thus the events (S1[4] + S2[y] = 4) and (S1[4] + S1[2] = y) are both
independent of the event (j2 = 4). Also, if y = 4, we obtain S1[4] + S2[y] =
S1[4] + S2[4] = S1[4] + S2[j2] = S1[4] + S1[i2] = S1[4] + S1[2], which results
in the events (S1[4] + S2[y] = 4) and (S1[4] + S1[2] = y) being identical. In
all other cases, we have S1[4] + S2[y] 6= S1[4] + S1[2] and thus the values are
chosen distinctly independent at random. Hence, we obtain:

Pr(S1[4] + S2[y] = 4 ∧ S1[4] + S1[2] = y) =


1
N
, if y = 4;

1
N(N−1) , if y 6= 4.

Thus, the probability Pr(S1[j2] + S2[S1[j2] + S1[2]] = 4 ∧ j2 = 4) for the first
event turns out to be:

Pr(j2 = 4) ·
 1
N

+
∑
y 6=4

1
N(N − 1)

 = 7/3
N
·
(

1
N

+ N − 1
N(N − 1)

)
= 7/3

N
· 2
N
.

Computing the second term: The probability calculation follows a similar
path:

Pr(S1[j2] + S2[S1[j2] + S1[2]] = 4 ∧ j2 6= 4)

=
∑
x6=4

Pr(S1[x] + S2[S1[x] + S1[2]] = 4 ∧ j2 = x)

=
∑
x 6=4

N−1∑
y=0

Pr(S1[x] + S2[y] = 4 ∧ S1[x] + S1[2] = y ∧ j2 = x).

The case y = x poses an interesting situation. On the one hand, we obtain
S1[x]+S2[y] = S1[x]+S2[x] = S1[x]+S2[j2] = S1[x]+S1[i2] = S1[x]+S1[2] = 4,
while on the other hand, we get S1[x] + S1[2] = x 6= 4. We rule out this case
to get Pr(S1[j2] + S2[S1[j2] + S1[2]] = 4 ∧ j2 6= 4):

∑
x 6=4

∑
y 6=x

Pr(S1[x] + S2[y] = 4 ∧ S1[x] + S1[2] = y) · Pr(j2 = x).

As before, the values taken from S1 are independent of the value of j2, and thus
the events (S1[x] + S2[y] = 4) and (S1[x] + S1[2] = y) are both independent of
the event (j2 = x).

If y = 4, we have S1[x] + S2[4] = 4, while S1[x] + S1[2] = 4. One may note
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that S1[4] does not get swapped to obtain S2, as i2 = 2 and j2 = x 6= 4. Thus,
S2[4] = S1[4] and we get S1[x]+S1[4] = 4 and S1[x]+S1[2] = 4. This indicates
S1[4] = S1[2], which is impossible as S1 is a permutation. All other cases
(y 6= 4) deal with two distinct locations of the permutation S1. Therefore,

Pr(S1[x] + S2[y] = 4 ∧ S1[x] + S1[2] = y) =


0, if y = 4;

1
N(N−1) , otherwise.

Thus, the probability Pr(S1[j2] + S2[S1[j2] + S1[2]] = 4∧ j2 6= 4) of the second
event turns out to be:

∑
x 6=4

Pr(j2 = x) ·
0 +

∑
y 6=x,4

1
N(N − 1)


= N − 2
N(N − 1) ·

∑
x 6=4

Pr(j2 = x) = N − 2
N(N − 1) ·

(
1− 7/3

N2

)
.

Calculation for Pr(S2[2] = 4− Z2): Combining the probabilities for the
first and second events, we get the following:

Pr(S2[2] = 4− Z2) = 7/3
N2 ·

2
N

+ N − 2
N(N − 1) ·

(
1− 7/3

N2

)
≈ 1
N

+ 4/3
N2 . (4.10)

Hence the result.

This establishes a correlation between the state byte S2[2] and the
keystream byte Z2. For N = 256, the result supports our experimental data
generated from 1 billion runs of RC4 with randomly selected 16-byte keys.

4.3 Long-term glimpse correlation in RC4

In 1996, Jenkins [75] pointed out that the RC4 keystream provides a glimpse
of the RC4 state, now known as Glimpse theorem or Jenkins’ correlation.

Theorem 4.8 (Glimpse theorem). After the r-th round of RC4 PRGA, for
r ≥ 1, we have Pr(Sr[jr] = ir − Zr) = Pr(Sr[ir] = jr − Zr) ≈ 2/N .

This glimpse correlation can be observed at any point of the RC4 keystream.
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In Asiacrypt 2005, Mantin [102] has also explored a general set of similar events
in this direction that leak state information with probability more than that
of random association. There exist several related works that look only at the
initial keystream bytes of RC4 to obtain information regarding the state and
eventually the secret keys (few recent examples are in [137]). However, these
observations never work in the long term scenario. We ask the question:

“Is there a correlation between the RC4 keystream and the state
that offers a long-term glimpse with probability more than 2/N?”

In this section, we answer to this question affirmatively. We prove the
following: given that two consecutive bytes Zr, Zr+1 of RC4 are equal to the
specific value (r + 2) during the consecutive two rounds r and r + 1 (modulo
N), the probability that the (r+1)-th location of the state array during round
r (denoted as Sr[r + 1] as per our notation) will be equal to (N − 1) is 3/N ,
significantly higher than the probability of random association 1/N .

We shall assume the probabilistic model of uniformly random permutation
S anytime during PRGA, where the pointer j is assumed to be uniformly
random and independent of the permutation.

4.3.1 Proof of the long-term glimpse

We start with our most important observation which we made while trying to
obtain the scenario where the S array comes back to the same permutation
after two consecutive rounds. As one may note in Figure 4.4, if in the r-th
round, jr = ir + 1 and Sr[jr] = N − 1, then the two places swapped in round
(r + 1) will be restored in round (r + 2). That is, we shall have Sr+2 identical
to Sr in such a case. This motivated our first result, as in Theorem 4.9.

Theorem 4.9. After the r-th round (r ≥ 1) of RC4 PRGA, we have

Pr(Sr[r + 1] = N − 1 | Zr+1 = Zr) ≈
2
N
.

Proof. We shall first prove Pr(Zr+1 = Zr | Sr[r+1] = N −1) ≈ 2/N , and then
apply Bayes’ theorem to get the desired result. The condition Sr[r+1] = N−1,
and the path jr = r + 1 results in jr+1 = jr + Sr[r + 1] = r + 1 + N − 1 = r,
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which eventually gives

tr+1 = Sr+1[ir+1] + Sr+1[jr+1] = Sr[jr+1] + Sr[ir+1]

= Sr[r] + Sr[r + 1] = Sr[ir] + Sr[jr] = tr.

Thus, Zr+1 = Sr+1[tr+1] = Sr+1[tr] is equal to Zr = Sr[tr] in almost all cases,
except when tr equals either ir+1 or jr+1, the only two locations that get
swapped in transition from Sr to Sr+1. Thus,

Pr(Zr+1 = Zr | Sr[r + 1] = N − 1 ∧ jr = r + 1) ≈ 1.

This scenario is as illustrated in Figure 4.4.

Sr X N − 1 Zr = Sr[X − 1]

i j

Sr+1 N − 1 X Zr+1 = Sr+1[X − 1]

j i

Sr+2 X N − 1 Sr+2 identical to Sr

Figure 4.4: The scenario for (Zr+1 = Zr | Sr[r + 1] = N − 1 ∧ jr = r + 1).

We may now evaluate Pr(Zr+1 = Zr | Sr[r + 1] = N − 1) as

Pr(Zr+1 = Zr | Sr[r + 1] = N − 1 ∧ jr = r + 1) · Pr(jr = r + 1)

+ Pr(Zr+1 = Zr | Sr[r + 1] = N − 1 ∧ jr 6= r + 1) · Pr(jr 6= r + 1)

≈ 1 · 1/N + 1/N · (1− 1/N) ≈ 2/N.

Applying Bayes’ theorem to the above result, we obtain

Pr(Sr[r + 1] = N − 1 | Zr+1 = Zr) · Pr(Zr+1 = Zr)

= Pr(Zr+1 = Zr | Sr[r + 1] = N − 1) · Pr(Sr[r + 1] = N − 1) ≈ 2/N · 1/N.
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Assuming pseudorandomness of RC4 keystream bytes, we may write that
Pr(Zr+1 = Zr) ≈ 1/N (experimentally verified over a billion trials). This
gives Pr(Sr[r + 1] = N − 1 | Zr+1 = Zr) ≈ 2/N .

Thus the event (Zr+1 = Zr) leaks the information of a single permutation
location with probability twice that of random association. We would like to
point out a simple corollary of the Glimpse theorem (Theorem 4.8) that leaks
the information of a permutation location with the same probability.

Corollary 4.10 (Glimpse corollary). After the r-th round of RC4 PRGA, for
r ≥ 1, we have Pr(Sr[r + 1] = N − 1 | Zr+1 = r + 2) ≈ 2

N
.

Proof. In RC4 transition between rounds r and r + 1, we have ir+1 = r + 1,
and Sr+1[jr+1] = Sr[ir+1] = Sr[r + 1], due to the swap in round r. Thus, by
the Glimpse theorem (Theorem 4.8), we have

Pr(Sr[r + 1] = r + 1− Zr+1) ≈ 2/N.

In case of Zr+1 = r + 2, we get the desired conditional result.

In the above two scenarios (Theorem 4.9 and Corollary 4.10), we find two
different cases that leak the value of a specific location in the S array (namely,
Sr[r+1]) with probability 2/N in each case. Moreover, the two events seem to
be unrelated, or at least not completely dependent. Thus, it is quite natural
to expect that considering the events together, one may have better confidence
about the value in that specific location Sr[r+ 1]. In this direction, we present
our result in Theorem 4.11.

Theorem 4.11. After the r-th round (r ≥ 1) of RC4 PRGA, we have

Pr(Sr[r + 1] = N − 1 | Zr+1 = Zr ∧ Zr+1 = r + 2) ≈ 3
N
.

Proof. Let us define the main events as follows:

A := (Sr[r + 1] = N − 1), B := (Zr+1 = Zr), C := (Zr+1 = r + 2).

The result requires Pr(A|B ∧ C), and it seems that a naive composition of
Theorem 4.9 (which gives Pr(A|B)) and Theorem 4.10 (which gives Pr(A|C))
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will produce the desired result. However, this is not the case. If we try to
compute Pr(A∧B ∧C) as Pr(B ∧C|A) Pr(A), then the first part is not easily
computable as events B and C, conditional to event A, are not independent
(verified experimentally over a billion trials). Hence we try the following route.

Pr(A ∧B ∧ C) = Pr(C|B ∧ A) · Pr(B|A) · Pr(A).

Still there remains a problem with the first part, as event C occurs simul-
taneously with the occurrence of Zr+1 in event B. This is easy to observe
experimentally, but not so easy to prove in theory.

To avoid the aforesaid problem in computing Pr(C|B ∧A), we rewrite the
problem definition slightly, and try to prove

Pr(Sr[r + 1] = N − 1 | Zr = r + 2 ∧ Zr+1 = r + 2) ≈ 3/N.

We compute this as Pr(A ∧B′ ∧ C) = Pr(C|B′ ∧A) · Pr(B′|A) · Pr(A), where
A := (Sr[r+1] = N−1), C := (Zr+1 = r+2) as before, and B′ := (Zr = r+2).
Now we may compute Pr(C|B′ ∧A) easily, as event C occurs after completion
of both the events A and B′.

Computing Pr(C|B′ ∧ A): Note that event A := (Sr[r + 1] = N − 1) implies
Zr+1 = Sr+1[Sr+1[r + 1] + Sr[r + 1]] = Sr+1[Sr+1[r + 1] − 1]. And of course,
event B′ := (Zr = r+2) implies Zr = Sr[tr] = r+2. We consider the following
paths for the proof.

• Case I: (Sr+1[r + 1] = r + 2). In case of this path, we shall have Zr+1 =
Sr+1[(r+ 2)− 1] = Sr+1[r+ 1] = r+ 2, with probability of occurrence 1.

• Case II: (Sr+1[r + 1] = tr + 1). In case of this path, we shall have
Zr+1 = Sr+1[(tr + 1)− 1] = Sr+1[tr] = Sr[tr] = r + 2, with probability of
occurrence approximately 1, disregarding the two cases when tr may be
equal to either ir+1 or jr+1.

In almost all other cases, we may assume that C := (Zr+1 = r + 2) happens
with probability of random association 1/N (verified experimentally over a
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billion trials). We compute Pr(C|B′ ∧ A) as

Pr(C|B′ ∧ A ∧ (Sr+1[r + 1] = r + 2)) · Pr(Sr+1[r + 1] = r + 2)

+ Pr(C|B′ ∧ A ∧ (Sr+1[r + 1] = r + 2)) · Pr(Sr+1[r + 1] = tr + 1)

+
∑

X 6=r+2
X 6=tr+1

Pr(C|B′ ∧ A ∧ (Sr+1[r + 1] = X)) · Pr(Sr+1[r + 1] = X)

≈ 1 · 1/N + 1 · 1/N + (1− 2/N) · 1/N ≈ 3/N.

Computing Pr(A|B′ ∧ C): As no glimpse-like connection has been found be-
tween Sr[r+1] and Zr in the literature to date, we may assume Pr(B′|A) ≈ 1/N
(verified experimentally over a billion trials), and we may of course take
Pr(A) ≈ 1/N as per natural pseudorandomness assumptions of RC4. Thus,

Pr(A ∧B′ ∧ C) = Pr(C|B′ ∧ A) · Pr(B′|A) · Pr(A) ≈ 3/N · 1/N · 1/N.

We may assume Pr(B′ ∧ C) = Pr(B′) · Pr(C) ≈ 1/N · 1/N (verified experi-
mentally over a billion trials), and this produces the desired conditional result
Pr(A|B ∧ C) = Pr(A|B′ ∧ C) ≈ 3/N .

4.3.2 Experimental results and discussion

We have performed extensive experiments to obtain accurate practical esti-
mates of each of the results presented in this chapter. Each correlation reported
in this chapter is of order 1/N with respect to a base event of probability 1/N .
Thus, O(N3) trials are sufficient to identify the biases with considerable proba-
bility of success (refer to [100,119] for detailed explanation on the complexity).

The experimental results presented in this section are based on an average
of N4 trials of RC4, with keys chosen uniformly at random. The experiments
were carried out using GCC-compiled C-code on a Unix machine with 3.34
GHz processor and 8 GB of memory. Table 4.3 lists the theoretical estimates
against the experimental values for each of the results presented in Section 4.3.

The values presented in Table 4.3 testify that our theoretical estimates for
our new glimpse correlation and associated results closely match their respec-
tive experimental values. Slight deviations, if any, are due to marginal gaps of
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Table 4.3: Experimental values and theoretical estimates of our results, where A :=
(Sr[r + 1] = N − 1), B := (Zr+1 = Zr) and C := (Zr+1 = r + 2).

Biased event Probability of the biased event Result
Experiment Theory

(A | B) 0.0077881670 2/N = 0.0078125 Theorem 4.9
(A | C) 0.0078166422 2/N = 0.0078125 Corollary 4.10
(A | B ∧ C) 0.0117323766 3/N = 0.01171875 Theorem 4.11

order 1/N2 or less, which we have purposefully disregarded in case of theory.

Discussion on the new glimpse correlation

The glimpse correlations have been quite well studied in RC4 literature, as
they provide practical leaks into the state permutation of the cipher from the
knowledge of the output keystream. Glimpse correlations can be exploited
towards state-recovery and key-recovery attacks on RC4. One may find some
important results in state-recovery attacks on RC4 in [57, 107], and a few
attacks along the lines of RC4 key-recovery from the permutation in [4,15,117].

Although glimpse biases provide practical cryptanalytic tools against RC4,
not many have been identified over the last two decades of analysis. Jenkins [75]
was the first to report a glimpse into RC4 state from the keystream with prob-
ability 2/N , and it has since been the best one that persists in the long-term
evolution of the PRGA. Later in 2001 and 2005, Mantin [100,102] generalized
the glimpse correlations into ‘useful states’ of RC4, which included Jenkins’
correlations as a special case. These biases were again of magnitude 2/N , and
persisted in the long-term evolution of PRGA. In recent times, several correla-
tions between the state permutation and keystream have been observed, mainly
by Sepehrdad et al [136, 137], and later proved by us in [131, 132]. Although
these correlations are larger in magnitude, none persist in the long-term, and
only pertain to the initial bytes of the output.

Our result in this direction provides a long-term glimpse correlation of
magnitude 3/N , the best to date. It is interesting to note that no long-term
glimpse bias of magnitude more than 2/N has been reported in the literature
over the last 15 years, since the first one [75] in 1996. The result has been



Chapter 4: Biases Involving State Variables of RC4

published in our recent work [99].

The long-term glimpse correlations reported in the literature to date gen-
erally relate a keystream output byte to a single location of the state permu-
tation, typically at a specific round of RC4. Thus, simultaneous knowledge
of two or more keystream bytes may help in guessing two or more permuta-
tion locations, but does not always provide additional benefits in guessing a
single location of the permutation over any one of them. Our result combines
the knowledge of two consecutive output bytes Zr, Zr+1 to obtain a significant
advantage in guessing a single permutation location Sr[r + 1].



Chapter 5
Biases in Keystream Bytes of RC4

In the previous chapter, we discussed some biases involving the RC4 state
variables S, i, j, during RC4 PRGA. Although a few of those biases in-
volved the keystream bytes, we did not consider biases concerning only the
keystream bytes. In this chapter, we concentrate only on biases exhibited by
RC4 keystream bytes towards constant values in {0, . . . , 255}.

This chapter deals with the following problems in RC4 analysis, as men-
tioned earlier in Section 1.4 of Chapter 1, the organization of this thesis.

Problem 1e. Theoretically justify the sinusoidal probability distribution of
Z1 and its negative bias towards zero, as observed by Mironov [112].

Problem 1f. Identify all significant biases towards zero in the initial bytes of
RC4 keystream (Z3 to Z255), and prove all subsequent results.

Problem 1g. Prove all significant biases in the initial bytes of RC4 keystream
identified by AlFardan, Bernstein, Paterson, Poettering and Schuldt [5].

Problem 1h. Experimentally discover and subsequently prove biases in RC4
keystream which remain effective even after discarding the initial bytes.

Problem 1e has been solved in our work [132], Problem 1f was studied and
solved in our papers [98, 132], Problem 1g was completed in our recent
work [128], and Problem 1h was studied in our paper [132].

117
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5.1 Probability distribution of first byte

Here we derive the complete probability distribution of the first RC4 keystream
byte Z1, as observed by Mironov [112, Figure 6] in CRYPTO 2002. Before
proceeding to prove the general result, we start with a specific case, namely,
the negative bias of Z1 towards 0.

5.1.1 Negative bias in Z1 towards zero

The special case of Z1’s negative bias towards 0 is contained in the complete
probability distribution of Z1 to be proved shortly. However, we present a sep-
arate proof for this special case because, unlike the proof for the complete case,
this special case has a much simpler proof which reveals a different relationship
of the RC4 state variables. This is elaborated further in Remark 5.3.

Theorem 5.1. Suppose the initial permutation S0 of RC4 PRGA is randomly
chosen from the set of all permutations of {0, 1, . . . , N − 1}. Then the proba-
bility that the first keystream byte of RC4 is zero is Pr(Z1 = 0) ≈ 1/N −1/N2.

Proof. We explore the probability Pr(Z1 = 0) using the following paths:

Pr(Z1 = 0) = Pr(Z1 = 0 | S0[j1] = 0) · Pr(S0[j1] = 0)

+ Pr(Z1 = 0 | S0[j1] 6= 0) · Pr(S0[j1] 6= 0).

Case I: S0[j1] = 0: Suppose that j1 = S0[1] = X 6= 1 and S0[j1] = S0[S0[1]] =
0. Then we have

Z1 = S1[S1[1] +S1[X]] = S1[S0[X] +S0[1]] = S1[0 +X] = S0[1] = X 6= 0,

as S0 is a permutation, where X and 0 belong to two different indices 1
and X. Thus, in this case we have Pr(Z1 = 0 | S0[j1] = 0) ≈ 0.

Case II: S0[j1] 6= 0: In this case, output byte Z1 can be considered uniformly
random, and thus Pr(Z1 = 0 | S0[j1] 6= 0) ≈ 1/N .

Combining the two cases, the total probability that the first output byte is 0
is given by Pr(Z1 = 0) ≈ 0 · 1/N + 1/N · (1− 1/N) = 1/N − 1/N2.
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From Theorem 5.1, we immediately get a distinguisher of RC4 that can
effectively distinguish the output keystream of the cipher from a random se-
quence of bytes. For the event E : (Z1 = 0), the bias proved above can be
written as p(1 + q), where p = 1/N and q = −1/N . The number of samples
required to distinguish RC4 from random sequence of bits with a constant
probability of success in this case is approximately N3.

5.1.2 Complete distribution of Z1

In this section, we turn our attention to the complete probability distribution
of the first byte Z1. In [112, Figure 6], the empirical plot of Z1 has a peculiar si-
nusoidal pattern which is not observed for any other variables or events related
to RC4. In Theorem 5.2, we theoretically derive this interesting distribution.

We shall assume the probabilistic model of uniform random keys to prove
the results. We assume actual RC4 next-state-function for the evolution of S
and i, j, and no randomness assumptions are made on the initial state S0 of
PRGA.

Theorem 5.2. The probability distribution of the first output byte of RC4
keystream is as follows, where v ∈ {0, . . . , N−1}, Lv = {0, 1, . . . , N−1}\{1, v}
and Tv,X = {0, 1, . . . , N − 1} \ {0, X, 1−X, v}.

Pr(Z1 = v)

= Qv +
∑
X∈Lv

∑
Y ∈Tv,X

Pr(S0[1] = X ∧ S0[X] = Y ∧ S0[X + Y ] = v),

with Qv =



Pr(S0[1] = 1 ∧ S0[2] = 0), if v = 0;

Pr(S0[1] = 0 ∧ S0[0] = 1), if v = 1;

Pr(S0[1] = 1 ∧ S0[2] = v)

+ Pr(S0[1] = v ∧ S0[v] = 0)

+ Pr(S0[1] = 1− v ∧ S0[1− v] = v), otherwise.

Proof. The first output byte Z1 can be explicitly written as

Z1 = S1[S1[i1]+S1[j1]] = S1[S0[j1]+S0[i1]] = S1[S0[S0[1]]+S0[1]] = S1[Y +X],
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where we denote j1 = S0[1] by X and S0[S0[1]] = S0[X] by Y . Thus, we have

Pr(Z1 = v) =
N−1∑
X=0

N−1∑
Y=0

Pr(S0[1] = X ∧ S0[X] = Y ∧ S1[X + Y ] = v).

Special cases depending on X, Y : Our goal is to write all probability
expressions in terms of S0. To express S1[X + Y ] in terms of S0, we observe
that the state S1 is different from S0 in at most two places, i1 = 1 and j1 = X.
Thus, we need to treat specially the case X + Y = 1, which holds if and only
if Y = 1 − X, and X + Y = X, which holds if and only if Y = 0. Another
special case to consider is X = 1, which holds if and only if Y = X, where no
swap occurs from S0 to S1. These special cases are as follows:

• X + Y = 1 if and only if Y = 1−X, which implies
Z1 = S1[1] = S1[i1] = S0[j1] = S0[X] = Y = 1−X,

• X + Y = X if and only if Y = 0, which implies
Z1 = S1[X] = S1[j1] = S0[i1] = S0[1] = X, and

• X = 1 if and only if Y = X, which implies
Z1 = S1[X + Y ] = S0[X + Y ] = S0[1 + 1] = S0[2].

In all other circumstances, we would have Z1 = S1[X + Y ] = S0[X + Y ].
Considering all the special cases as discussed above, we obtain Pr(Z1 = v) in
terms of S0 as follows:

Pr(Z1 = v) =
N−1∑
X=0

Pr(S0[1] = X ∧ S0[X] = 1−X ∧ 1−X = v)

+
N−1∑
X=0

Pr(S0[1] = X ∧ S0[X] = 0 ∧ X = v)

+ Pr(S0[1] = 1 ∧ S0[2] = v)

+
∑
X 6=1

∑
Y 6=0,X,1−X

Pr(S0[1] = X ∧ S0[X] = Y ∧ S0[X + Y ] = v).

The first sum refers to the special case Y = 1 −X and the second one refers
to Y = 0. The special case X = 1, which holds if and only if Y = X, merges
to produce the third term, common point (X = 1, Y = 1). All other points on
X = 1 and Y = X are discarded. The last double summation term denotes
all other general cases.
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One may refer to Figure 5.1 to obtain a clearer exposition of the ranges of
summations required to be considered for this proof.

0
0

255

255

Y

X

Special case X = 1

Special case Y = X
] Common point

(X = 1, Y = 1)

Special case Y = 1−X

Special case Y = 0

Special cases General cases Discarded cases

Figure 5.1: X, Y dependent special cases and range of sums for evaluation of Pr(Z1 =
v) in terms of S0.

Special cases depending on v: The first summation term reduces to a single
point (X = 1 − v, Y = v), as we fix 1 −X = v and Y = 1 −X. The second
summation, similarly, reduces to the point (X = v, Y = 0). Furthermore, we
have two impossible cases in the double summation:

• (X = v, Y 6= 0) which implies
S1[v] = v, X + Y 6= v ⇒ Z1 = S1[X + Y ] 6= v, and

• (X 6= 1− v, Y = v) which implies
S1[1] = S0[X] = v, X + Y 6= 1 ⇒ Z1 = S1[X + Y ] 6= v.

Hence, the most general form for the probability Pr(Z1 = v) can be written as

Qv +
∑
X∈Lv

∑
Y ∈Tv,X

Pr(S0[1] = X ∧ S0[X] = Y ∧ S0[X + Y ] = v),

where Qv = Pr(S0[1] = 1 − v ∧ S0[1 − v] = v) + Pr(S0[1] = v ∧ S0[v] =
0) + Pr(S0[1] = 1 ∧ S0[2] = v).

Value of Qv: State S0 being a permutation, some of the probability terms in
Qv are 0 when v takes particular values. We have the following three cases:
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• Case v = 0: We have Q0 = Pr(S0[1] = 1 ∧ S0[1] = 0) + Pr(S0[1] =
0 ∧ S0[0] = 0)+Pr(S0[1] = 1 ∧ S0[2] = 0) = Pr(S0[1] = 1 ∧ S0[2] = 0),
as S0 is a permutation.

• Case v = 1: We have Qv = Pr(S0[1] = 0 ∧ S0[0] = 1) + Pr(S0[1] =
1 ∧ S0[1] = 0)+Pr(S0[1] = 1 ∧ S0[2] = 1) = Pr(S0[1] = 0 ∧ S0[0] = 1),
as S0 is a permutation.

• Case v 6= 0, 1: Here we have no conflicts or special conditions as in the
previous cases, and hence the general form of Qv holds.

Combining the general formula for Pr(Z1 = v) and all three cases for Qv, we
obtain the desired theoretical probability distribution for the first byte Z1.

5.1.3 Estimation of the joint probabilities

We consider two special cases while computing the numeric values of Pr(Z1 =
v). First, we investigate RC4 PRGA where S0 is fed from the output of RC4
KSA, as in practice. Next, we probe into the scenario when S0 is random.

Assume that the initial permutation S0 of RC4 PRGA is constructed from
the regular KSA, i.e., the probabilities Pr(S0[u] = v) follow the distribution
mentioned in Proposition 3.1. However, we require the joint probabilities like
Pr(S0[1] = X ∧ S0[X] = Y ∧ S0[X + Y ] = v) in our formula derived in
Theorem 5.2, and we devise the following estimates for these joint probabilities.

• Consider the joint probability Pr(S0[u] = v ∧ S0[u′] = v′) where u 6=
u′ and v 6= v′. We can represent this by Pr(S0[u] = v ∧ S0[u′] =
v′) = Pr(S0[u] = v) · Pr(S0[u′] = v′ | S0[u] = v). The first term is
estimated directly from Proposition 3.1. For the second term, S0[u] =
v ⇒ S0[u′] 6= v. Thus we normalize Pr(S0[u′] = v) and estimate the
second term as

Pr(S0[u′] = v′ | S0[u] = v) ≈ Pr(S0[u′] = v′) + Pr(S0[u′] = v)
N − 1 .

• For the joint probability Pr(S0[u] = v ∧ S0[u′] = v′ ∧ S0[u′′] = v′′), we
can represent it by Pr(S0[u] = v) ·Pr(S0[u′] = v′ | S0[u] = v) ·Pr(S0[u′′] =
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v′′ | S0[u′] = v′ ∧ S0[u] = v). The first term comes from Proposition 3.1
and the second term as above. The third term is estimated as

Pr(S0[u′′] = v′′ | S0[u′] = v′ ∧ S0[u] = v)

≈ Pr(S0[u′′] = v′′) + Pr(S0[u′′] = v′)
N − 2 + Pr(S0[u′′] = v)

N − 2 .

We compute the theoretical values of Pr(Z1 = v) using Theorem 5.2 and
Proposition 3.1, along with the estimations for joint probabilities discussed
above. Figure 5.2 shows the theoretical and experimental probability distribu-
tions of Z1, where the experimental data is generated over 100 million runs of
RC4 PRGA using 256-byte (full length) secret keys1. The figure clearly shows
that our theoretical justification closely matches the experimental data, and
justifies the observation by Mironov [112].

0 32 64 96 128 160 192 224 255
Value v taken by the first output byte Z1  of RC4.

0.003885

0.003895

0.003905

0.003915

0.003925

0.003935

P
r 
(Z

1
=
v)
.

Experimental (with 256-byte keys)
Theoretical (with KSA-generated S0 )

Theoretical (with Random S0 )

Figure 5.2: The probability distribution of the first output byte Z1.

As an alternative to the additive correction described above for estimating
the conditionals, one may consider multiplicative correction by normalizing the
probabilities as follows:

• Estimate Pr(S0[u′] = v′ | S0[u] = v) as Pr(S0[u′] = v′)
1− Pr(S0[u′] = v) .

1The typographic error ‘with 16 byte keys’ from [132, Fig.9] is corrected in this figure.
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• Estimate Pr(S0[u′′] = v′′ | S0[u′] = v′ ∧ S0[u] = v) as

Pr(S0[u′′] = v′′)
1− Pr(S0[u′′] = v′)− Pr(S0[u′′] = v) .

We found that the numeric values of Pr(Z1 = v) estimated using the two
different models (additive and multiplicative) almost coincide and the graphs
fall right on top of one another.

If the initial permutation S0 of RC4 PRGA is considered to be random,
then we would have Pr(S0[u] = v) ≈ 1/N for all u, v, and the joint probabilities
can be computed directly (samples drawn without replacement). Substituting
all the relevant probability values, we get

Pr(Z1 = 0) ≈ Pr(Z1 = 1) ≈ 1
N
− 1
N(N − 1) , and

Pr(Z1 = v) ≈ 1
N

+ 1
N(N − 1)(N − 2) for 2 ≤ v ≤ 255,

which is almost a uniform distribution for 2 ≤ v ≤ 255. The dashed line
in Figure 5.2 shows the graph for this theoretical distribution, and it closely
matches our experimental data as well (we omit the experimental curve for
random S0 as it coincides with the theoretical one).

Remark 5.3. Theorem 5.1 is the special case v = 0 of Theorem 5.2 and hence
may seem redundant. However, we like to point out that the former has a
simple and straightforward proof assuming S0 to be random and the latter has
a rigorous general proof without any assumption on S0. The result of Theo-
rem 5.1 signifies that this negative bias is not an artifact of non-random S0

produced by RC4 KSA, rather it would be present, even if one starts PRGA
with a uniform random permutation.

5.2 Biases of initial bytes towards zero

In FSE 2001, Mantin and Shamir [103] proved the famous 2/N bias towards
the value 0 for the second byte of RC4 keystream. They also claimed that

• MS-Claim-1: Pr(Zr = 0) = 1
N

at PRGA rounds 3 ≤ r ≤ 255.
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• MS-Claim-2: Pr(Zr = 0 | jr = 0) > 1
N

and Pr(Zr = 0 | jr 6= 0) < 1
N

at
PRGA rounds 3 ≤ r ≤ 255.

It is reasoned in [103] that the two biases in MS-Claim-2 cancel each other to
produce no bias in the event (Zr = 0) in rounds 3 to 255, thereby justifying MS-
Claim-1. In this section, contrary to MS-Claim-1, we show (in Theorem 5.5)
that Pr(Zr = 0) > 1

N
for all rounds r from 3 to 255. To prove the main result,

we will require Corollary 4.4. For ease of reference, we restate another version
of this corollary below.

Corollary 5.4 (same as Corollary 4.4). For PRGA rounds 3 ≤ r ≤ N − 1,

Pr(Sr−1[r] = r) ≈Pr(S1[r] = r)
(

1− 1
N

)r−2

+
r−1∑
t=2

r−t∑
w=0

Pr(S1[t] = r)
w! ·N

(
r − t− 1

N

)w (
1− 1

N

)r−3−w
.

5.2.1 Proof of biases in (Zr = 0) for 3 ≤ r ≤ N − 1

We shall assume the probabilistic model of uniform random keys to prove the
results. We assume actual RC4 next-state-function for the evolution of S and
i, j, and no randomness assumptions are made on the initial state S0 of PRGA.

Theorem 5.5. In PRGA rounds 3 ≤ r ≤ N − 1, probability Pr(Zr = 0) is:

Pr(Zr = 0) ≈ 1
N

+ cr
N2 ,

where cr =



N
N−1 (N · Pr(Sr−1[r] = r)− 1)− N−2

N−1 , for r = 3;

N
N−1 (N · Pr(Sr−1[r] = r)− 1) , otherwise.

Proof. The expression for cr has an extra term
(
−N−2
N−1

)
in the case r = 3, and

everything else is the same as in the general formula for 4 ≤ r ≤ N − 1. We
shall first prove the general formula for 4 ≤ r ≤ N − 1, and then justify the
extra term for the special case r = 3. We may write:

Pr(Zr = 0) = Pr (Zr = 0 ∧ Sr−1[r] = r) + Pr (Zr = 0 ∧ Sr−1[r] 6= r) . (5.1)
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We will also use the expression Zr = Sr[Sr[ir] +Sr[jr]] = Sr[Sr[r] +Sr−1[ir]] =
Sr[Sr[r] + Sr−1[ir]], that is, Zr = Sr[Sr[r] + Sr−1[r]].

Calculation of Pr (Zr = 0 ∧ Sr−1[r] = r): In this case, Zr = 0, which
implies Sr[Sr[r] + r] = 0, and thus:

Pr (Zr = 0 ∧ Sr−1[r] = r) =
N−1∑
x=0

Pr (Sr[x+ r] = 0 ∧ Sr[r] = x ∧ Sr−1[r] = r) .

Now the events (Sr[x + r] = 0) and (Sr[r] = x) are both independent of
(Sr−1[r] = r), as a state update has occurred in the process, and Sr−1[r] = r

is one of the values that got swapped. Hence,

Pr (Zr = 0 ∧ Sr−1[r] = r)

=
N−1∑
x=0

Pr(Sr[x+ r] = 0) · Pr(Sr[r] = x | Sr[x+ r] = 0) · Pr (Sr−1[r] = r) .

We note that if there exists any bias in the event (Sr[x+ r] = 0), then it must
propagate from a similar bias in (S0[x+r] = 0), as was the case for (Sr−1[r] = r)
in Corollary 4.4. However, Pr(S0[x + r] = 0) = 1/N by Proposition 3.1, and
thus we assume Pr(Sr[x+r] = 0) ≈ 1/N as well. For Pr(Sr[r] = x | Sr[x+r] =
0), we have the following two cases:

x = 0 ⇒ x+ r = r, which gives (Sr[x+ r] = 0)⇔ (Sr[r] = x = 0), and

x 6= 0 ⇒ x+ r 6= r, which gives (Sr[x+ r] = 0)⇔ (Sr[r] = x 6= 0).

Moreover, in the second case, the value of Sr[r] is independent of Sr−1[r] be-
cause [r] = [ir] position got swapped to generate Sr from Sr−1. Thus,

Pr (Sr[x+ r] = 0 | Sr[r] = x) =


1, if x = 0;

1/(N − 1), if x 6= 0.
(5.2)

Combining all the above probability values, we get the probability of the con-
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ditional event (Zr = 0 ∧ Sr−1[r] = r) as

Pr (Zr = 0 ∧ Sr−1[r] = r)

≈ 1
N
· Pr (Sr−1[r] = r) ·

N−1∑
x=0

Pr (Sr[x+ r] = 0 | Sr[r] = x)

= 1
N
· Pr(Sr−1[r] = r) ·

(
1 + (N − 1) · 1

N − 1

)
= 2
N
· Pr(Sr−1[r] = r). (5.3)

Now we only need to compute Pr (Zr = 0 ∧ Sr−1[r] 6= r) to complete this result.

Calculation of Pr (Zr = 0 ∧ Sr−1[r] 6= r): Similarly to the previous case,
we can derive Pr (Zr = 0 ∧ Sr−1[r] 6= r) as

∑
y 6=r

N−1∑
x=0

Pr (Sr[x+ y] = 0 ∧ Sr[r] = x ∧ Sr−1[r] = y) .

In the above expression, we have y 6= r and x = r−y, which implies Sr[x+y] =
Sr[r] = 0 and Sr[r] = x = r − y 6= 0. This is a contradiction. Moreover, the
events (Sr[x + y] = 0) and (Sr[r] = x) are both independent of (Sr−1[r] = y),
as Sr−1[r] got swapped in the state update. Thus,

Pr (Zr = 0 ∧ Sr−1[r] 6= r)

=
∑
y 6=r

∑
x 6=r−y

Pr (Sr[x+ y] = 0 ∧ Sr[r] = x) · Pr (Sr−1[r] = y) .

Similarly to the derivation of Equation (5.2), we obtain

Pr (Sr[x+ y] = 0 ∧ Sr[r] = x)

=


0 · (1/N) = 0, if x = 0;

(1/(N − 1)) · (1/N) = 1/(N(N − 1)), if x 6= 0.
(5.4)

The only difference occurs in the case x = 0. Here we get y 6= r and x = 0,
which implies Sr[x+ y] = Sr[y] = 0 and Sr[r] = x = 0. This is a contradiction
as y 6= r are distinct locations in the permutation Sr. In all other cases (x 6= 0),
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the argument is same as before. Combining the above probabilities, we get

Pr (Zr = 0 ∧ Sr−1[r] 6= r)

≈
∑
y 6=r

Pr (Sr−1[r] = y)
0 +

∑
x 6=r−y,0

1
N(N − 1)


=
∑
y 6=r

Pr (Sr−1[r] = y) · (N − 2) · 1
N(N − 1)

= N − 2
N(N − 1) · (1− Pr (Sr−1[r] = r)) . (5.5)

Combining Equations (5.1), (5.3) and (5.5) should now produce the result.

Calculation for Pr(Zr = 0): Combining Equations (5.1), (5.3) and (5.5),
we obtain Pr(Zr = 0) as approximately equal to

2
N
· Pr(Sr−1[r] = r) + N − 2

N(N − 1) · (1− Pr(Sr−1[r] = r)) = 1
N

+ cr
N2 , (5.6)

where cr = N
N−1 (N · Pr(Sr−1[r] = r)− 1), as required in the general case.

Special case for r = 3: The expression for Pr (Zr = 0 ∧ Sr−1[r] = r) is
identical to that in the general case, that is, the same as in Equation (5.3).
However, for Pr (Zr = 0 ∧ Sr−1[r] 6= r), we have a special case. For r = 3,
if Sr−1[r] = S2[3] = 0, we have j3 = j2 + S2[3] = j2, and thus Z3 = 0 and
S2[3] = 0, which in turn implies

S3[S3[3]] = S3[S2[j3]] = S3[S2[j2]] = S3[S1[2]] = 0

S2[3] = S3[j3] = S3[j2] = S3[j1 + S1[2]] = 0.

This further implies j1 = S0[1] = 0, which poses a contradiction, as S0[1] =
S1[0] = 0 can only produce S2[i2] = S2[2] = 0 in the case j2 = 0, and may
never result in S2[3] = 0. Thus, for r = 3, Equation (5.5) changes as follows:

Pr (Zr = 0 ∧ Sr−1[r] 6= r)

≈ N − 2
N(N − 1) · (1− Pr (Sr−1[r] = r)− Pr (Sr−1[r] = 0))

= N − 2
N(N − 1) · (1− Pr (Sr−1[r] = r))− N − 2

N2(N − 1) , by Proposition 3.1.
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This gives the special expression of cr = N
N−1 (N · Pr(Sr−1[r] = r)− 1)− N−2

N−1 .

The extra term does not appear in the general case 4 ≤ r ≤ N−1, because
we have Zr = 0 and Sr−1[r] = 0, which implies

Sr[Sr[r]] = Sr[Sr−1[jr]] = Sr[Sr−1[jr−1]] = Sr[Sr−2[r − 1]] = 0

Sr−1[r] = Sr[jr] = Sr[jr−1] = Sr[jr−2 + Sr−2[r − 1]] = 0

This further implies jr−2 = 0, which does not pose any contradiction for r >
3, as we can assume jr−2 to be random and independent to the condition
Sr−1[r] = y = 0 in these cases. Hence the complete result.

Corollary 5.6. For N = 256 and 3 ≤ r ≤ 255, the probability Pr(Zr = 0) is
bounded as follows:

1
N

+ 1.337057
N2 ≥ Pr(Zr = 0) ≥ 1

N
+ 0.242811

N2 .

Numerical calculation of cr for N = 256 and 3 ≤ r ≤ 255 gives that cr
decreases for 4 ≤ r ≤ 255 (as in Figure 5.3). Thus, c4 = 1.337057 ≥ cr ≥
0.242811 = c255 for 4 ≤ r ≤ 255, and the special case c3 = 0.351089 for r = 3
also falls within the same bounds. Hence the bounds on Pr(Zr = 0).

3 32 64 96 128 160 192 224 255
Index r of RC4 keystream bytes.

0.0
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Figure 5.3: Value of cr versus r during RC4 PRGA (N = 256 and 3 ≤ r ≤ 255).

Figure 5.4 depicts a comparison between the theoretical and experimental
values of Pr(Zr = 0) plotted against r, where N = 256 and 3 ≤ r ≤ 255,
and the experimentation is performed over 1 billion runs of RC4, each with a
randomly generated 16-byte key.
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3 32 64 96 128 160 192 224 255
Index r of RC4 keystream bytes.
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0.00393

P
r 
(Z

r
=
0
).

Experimental (16 byte key)
Theoretical
Probability 1/N (ideal case)

Figure 5.4: Pr(Zr = 0) versus r during RC4 PRGA (3 ≤ r ≤ 255).

Let Er denote the event (Zr = 0) for some 3 ≤ r ≤ 255. If we write p = 1/N
and q = cr/N , then to distinguish RC4 keystream from random sequence based
on event Er, one would need number of samples of the order of (1/N)−1 ·
(cr/N)−2 ∼ N3, which is quite high. However, a potential combination of
these biases for r = 3, . . . , 255 may be applicable towards an attack against
broadcast RC4, as suggested in [98, 132]. In a recent work [5], the authors
argued that the approach proposed in [98, 132] may be impractical. They
proposed a new method [5] to combine all biases in (Zr = 0) for r = 3, . . . , 255
towards a practical attack against broadcast RC4. The biases in (Zr = 0) have
also been exploited recently in [70] to mount an independent plaintext-recovery
attack on RC4 in broadcast mode.

In this section, we have contradicted MS-Claim-1 by proving the biases in
Pr(Zr = 0) for all 3 ≤ r ≤ 255. If the supporting statement MS-Claim-2 was
correct, then one would have a positive bias Pr(Zr = 0 | jr = 0) > 1

N
. However,

we have run extensive experiments to confirm that Pr(Zr = 0 | jr = 0) ≈ 1
N
,

thereby contradicting MS-Claim-2 as well.

5.2.2 Guessing state information using the bias in Zr

Mantin and Shamir [103] used the bias of the second byte of RC4 keystream
to guess some information regarding S0[2], based on the following:

Pr(S0[2] = 0 | Z2 = 0) = Pr(S0[2] = 0)
Pr(Z2 = 0) ·Pr(Z2 = 0 | S0[2] = 0) ≈ 1/N

2/N · 1 = 1
2 .
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Note that in the above expression, no randomness assumption is required to
obtain Pr(S0[2] = 0) = 1/N . This probability is exact and can be derived
by substituting u = 2, v = 0 in Proposition 3.1. Hence, on every occasion we
obtain Z2 = 0 in the keystream, we can guess S0[2] with probability 1/2, and
this is significantly more than a random guess with probability 1/N .

In this section, we use the biases in bytes 3 to 255 (observed in Theo-
rem 5.5) to extract similar information about the state array Sr−1 using the
RC4 keystream byte Zr. In particular, we try to explore the conditional prob-
ability Pr(Sr−1[r] = r | Zr = 0) for 3 ≤ r ≤ 255, as follows:

Pr(Sr−1[r] = r | Zr = 0) = Pr(Zr = 0 ∧ Sr−1[r] = r)
Pr(Zr = 0) ≈

Pr(Sr−1[r] = r) · 2
N

1
N

+ cr

N2
.

In the above expression, cr is as in Theorem 5.5, and one may write:

Pr(Sr−1[r] = r)

=


1/N + (1/N − 1/N2) · (cr + (N − 2)/(N − 1)) , for r = 3;

1/N + (1/N − 1/N2) · cr, for 3 < r ≤ N − 1.

3 32 64 96 128 160 192 224 255
Index r of RC4 keystream bytes.
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Figure 5.5: Pr(Sr−1[r] = r | Zr = 0) versus r during RC4 PRGA (3 ≤ r ≤ 255).

In Figure 5.5, we plot the theoretical values of Pr(Sr−1[r] = r | Zr = 0) for
3 ≤ r ≤ 255 and N = 256, and the corresponding experimental values over 1
billion runs of RC4 with random 16-byte keys. It clearly shows that all values
of Pr(Sr−1[r] = r | Zr = 0) for N = 256 and 3 ≤ r ≤ 255 (both theoretical
and experimental) are greater than 2/N . Thus, one can guess Sr−1[r] with
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probability more than twice of that of a random guess, every time we obtain
Zr = 0 in the keystream.

Remark 5.7. In proving Corollary 4.4, we use the initial condition S1[r] = r

to branch out the probability paths, and not S0[r] = r as in [98, Lemma 1].
This is because the probability of S[r] = r takes a leap from around 1/N
in S0 to about 2/N in S1, and this turns out to be the actual cause behind
the bias in Sr−1[r] = r. Consideration of this issue eventually corrects the
mismatches observed in the graphs of [98, Figure 2 and Figure 3]. Note that
Theorem 5.5, Figure 5.4 and Figure 5.5 are, respectively, the corrected versions
of [98, Theorem 1, Figure 2 and Figure 3], and are also presented in [132].

5.3 Proof of some isolated short-term biases

In this section, we prove all open isolated short-term biases recently identified
through extensive experimentation by AlFardan, Bernstein, Paterson, Poetter-
ing and Schuldt [5] and Isobe, Ohigashi, Watanabe and Morii [70]. The case
of Z1 = 129 is related to the length of the secret key and the ‘anomaly pairs’,
and hence we treat it separately in Chapter 3. In this section, we present our
results from [128], as summarized in Table 5.1.

Table 5.1: Proved short-term single-byte keystream biases of RC4.

Biased event Discovered Theory [128] Experiment [5,14,70]
Z2 = 129 [5, 127] 1/N − 2/N2 1/N − 1.82/N2

Z2 = 172 [5] 1/N + 0.28/N2 1/N + 0.2/N2

Z4 = 2 [5] 1/N + 1/N2 1/N + 0.8/N2

Z256 = 0 [5, 70] 1/N − 0.36/N2 1/N − 0.38/N2

Z257 = 0 [70] 1/N + 0.36/N2 1/N + 0.35/N2

5.3.1 Proof of bias in (Z2 = 129)

We notice that the bias in (Z2 = 129) for N = 256 is a special case of the
general bias in (Z2 = N/2+1) for any even value of N . We present the general
result as follows.
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Theorem 5.8. Suppose that the initial permutation S0 of RC4 PRGA is ran-
domly chosen from the set of all permutations of {0, 1, . . . , N − 1}, where N is
even. Then Pr(Z2 = N/2 + 1) ≈ 1/N − 2/N2.

Proof. We consider two mutually exclusive paths from the initial state S0.

Path 1: Consider S0[2] = 0 and S0[1] 6= 2. From the analysis of Mantin
and Shamir [103] for the bias in (Z2 = 0), we know that Z2 = 0 in this
situation. Thus, Z2 6= N/2 + 1.

Path 2: Consider S0[2] = N/2 + 1 and S0[1] 6= 2. After the first round,
j1 = S0[1] = X 6= 2, and thus S1[2] = N/2 + 1 and S1[X] = X. In
the second round, we get j2 = (N/2 + 1) + X, and let us say S1[j2] =
S1[(N/2 + 1) + X] = Z. Since S1 is a permutation, X = S1[X] 6=
S1[(N/2 + 1) + X] = Z. After the swap in the second round, we get
Z2 = S2[(N/2 + 1) + Z] 6= S2[(N/2 + 1) + X] = N/2 + 1. Figure 5.6
illustrates the scenario.

We denote the above mutually exclusive events as A = (S0[2] = 0 ∧ S0[1] 6= 2)
and B = (S0[2] = N/2 + 1∧ S0[1] 6= 2) to obtain Pr(Z2 = N/2 + 1) as follows.

Pr(Z2 = N/2 + 1 | A) · Pr(A) + Pr(Z2 = N/2 + 1 | B) · Pr(B)

+ Pr(Z2 = N/2 + 1 | A ∧B) · Pr(A ∧B)

≈ 0 + 0 + Pr(Z2 = N/2 + 1 | A ∧B) · (1− 2/N).

Assuming Pr(Z2 = N/2 + 1 | A∧B) ≈ 1/N due to random association, we get
Pr(Z2 = N/2 + 1) ≈ (1/N) · (1− 2/N) = 1/N − 2/N2.

5.3.2 Proof of bias in (Z2 = 172)

We shall assume the probabilistic model of uniform random keys to prove this
result. We assume actual RC4 next-state-function for the evolution of S and
i, j, and no randomness assumptions are made on the initial state S0 of PRGA.

Theorem 5.9. In RC4 with N = 256, Pr(Z2 = 172) ≈ 1/N + 0.28/N2.
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X N/2 + 1 Y Z

0 1 2 X (N/2 + 1) +X

i, j

Y N/2 + 1 X Z

i j

Y Z X N/2 + 1 Z2

i j

Figure 5.6: First two rounds of PRGA when S0[2] = N/2 + 1 and S0[1] 6= 2.

Proof. We consider following mutually exclusive paths from initial state S0.

Path 1. Consider S0[2] = 0. If S0[1] 6= 2, from the second-byte bias of Mantin
and Shamir [103], we know that Z2 = 0 in this situation. Thus, Z2 6= 172.
In case S0[1] = 2, we may assume that Z2 = 172 occurs with probability
1/N . Thus, Pr(Z2 = 172 | S0[2] = 0) ≈ 1/N2.

Path 2. Consider S0[2] = 86. In this case, we have the following sub-paths.

1. Consider S0[1] = 172. In this case, j1 = S0[1] = 172 results in a
swap to produce S1[172] = 172, while S1[2] = 86 remains untouched.
In the next round, j2 = j1 +S1[2] = 172+86 = 258 = 2 = i2 ensures
that there is no swap in the S-array. Thus, Z2 = S2[S2[i2]+S2[j2]] =
S1[86 + 86] = S1[172] = 172. Note that this path is possible for any
X is S0[1] = X and S0[2] = X/2, and if X + X/2 = 2. Thus, this
path results in the modular equation 3X ≡ 4 mod N , which has a
unique solution X = 172 for N = 256.

2. Consider S0[1] 6= 172 and S0[S0[1] + 86] = 172. In the first round,
S1[2] = 86 remains untouched, and j2 = j1 + S1[2] = S0[1] + 86
results in a swap to produce S2[2] = S1[j2] = S1[S0[1] + 86] =
S0[S0[1] + 86] = 172 and S2[S0[1] + 86] = 86. Thus, in the second
round, we get Z2 = S2[S2[i2] +S2[j2]] = S2[172 + 86] = S2[2] = 172.
Figure 5.7 illustrates the scenario.
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X 86 Y 172

0 1 2 X X + 86

i, j

Y 86 X 172

i j

Y 172 X 86 Z2

i j

Figure 5.7: The first two rounds of RC4 main cycle when S0[2] = 86, S0[1] 6= 2, 172
and S0[S0[1] + 86] = 172.

Let us denote the aforesaid events as B = (S0[2] = 86), C = (S0[1] =
172), and D = (S0[S0[1] + 86] = 172). This results in

Pr(Z2 = 172 | S0[2] = 86) = Pr(Z2 = 172 | B)

= Pr(Z2 = 172 | B ∧ C) · Pr(C) + Pr(Z2 = 172 | B ∧ C) · Pr(C)

≈ 1 · (1/N) +
(
Pr(Z2 = 172 | B ∧ C ∧D) · Pr(D)

+ Pr(Z2 = 172 | B ∧ C ∧D) · Pr(D)
)
· (1− 1/N)

≈ (1/N) + (1 · (1/N) + (1/N) · (1− 1/N)) · (1− 1/N) ≈ 3/N − 3/N2.

Path 3. Considering S0[2] = 172, Z2 = 172 if S0[1] = 2 and S0[4] = N−1, and
in all other cases, Z2 6= 172. Thus, Pr(Z2 = 172 | S0[2] = 172) ≈ 1/N2.

Let us combine the aforesaid paths to obtain Pr(Z2 = 172) as

Pr(Z2 = 172 | S0[2] = 0) · Pr(S0[2] = 0)

+ Pr(Z2 = 172 | S0[2] = 86) · Pr(S0[2] = 86)

+ Pr(Z2 = 172 | S0[2] = 172) · Pr(S0[2] = 172)

≈ (1/N2) · Pr(S0[2] = 0) + (3/N − 3/N2) · Pr(S0[2] = 86)

+ (1/N2) · Pr(S0[2] = 172).

In the above equation, computing the probability terms involving S0 using the
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formula of Mantin [100], we get Pr(Z2 = 172) ≈ 1/N + 0.28/N2.

5.3.3 Proof of bias in (Z4 = 2)

Theorem 5.10. Suppose that the initial permutation S0 of RC4 PRGA is
randomly chosen from the set of all permutations of {0, 1, . . . , N − 1}, where
N = 256. Then Pr(Z4 = 2) ≈ 1/N + 1/N2.

Proof. We observe the main paths for this bias as follows.

Path 1. Consider j4 = 4. Then, Z4 = S4[S4[4] + S4[j4]] = S4[2 · S4[4]]. We
may further consider some sub-paths within this case.

Subpath 1: S4[4] = 2 gives Z4 = S4[4] = 2 with probability 1. However,
the event (S4[4] = 2 | j4 = 4) occurs with probability approximately
2/N , as follows.

• If S0[4] = 2 and j1, j2, j3 6= 4, then S4[4] = 2 is fixed during first
three rounds. Thus, Pr(S4[4] = 2 | j4 = 4 ∧ S0[4] = 2) ≈ 1.

• If S0[1] = 2 and j3 6= 4, it can be shown that S4[4] = 2 in first three
rounds. Thus, Pr(S4[4] = 2 | j4 = 4 ∧ S0[1] = 2) ≈ 1.

• Consider S0[4] 6= 2 and S0[1] 6= 2. In this case, we show that
S4[4] = 2 and j4 = 4 can not occur simultaneously. Suppose the
event (j4 = 4 ∧ S4[4] = 2) does occur. Then we have j3 = 0,
and hence S2[4] = S3[4] = S4[4] = 2. As we know S0[4] 6= 2,
this implies j1 = 4 and/or j2 = 4. If j1 = 4 and j2 = 4, we get
S2[4] = 0, contradiction, as S2[4] = 2. If j1 = 4 and j2 6= 4, we
get S1[4] = S2[4] = 4, contradiction, as S2[4] = 2. Consider j1 6= 4
and j2 = 4. Since j2 = S0[1] + S1[2] and S0[1] 6= 2, we must have
S2[4] = S1[2] 6= 2, a contradiction.

In summary, Pr(S4[4] = 2 | j4 = 4) ≈ 2/N , and Pr(Z4 = 2 ∧ S4[4] =
2 | j4 = 4) ≈ 2/N .

Subpath 2: S4[4] = N/2 + 2 gives Z4 = S4[N + 4] = S4[4] = N/2 + 2 6= 2.
So, Pr(Z4 = 2 ∧ S4[4] = N/2 + 2 | j4 = 4) = 0.
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Subpath 3: S4[4] = 0 gives Z4 = S4[0] = 2 with probability 1/N . How-
ever, the event (S4[4] = 0 | j4 = 4) occurs with probability 2/N :

• If S0[1] = 2 and S0[3] = 0, then j1 = 2, S1[2] = S0[1] = 2, which
implies j2 = 4. This produces S2[4] = S1[2] = 2, and we get j3 =
j2 = 4 because of S2[3] = S1[3] = S0[3] = 0. After the third round,
S3[4] = S2[3] = 0, and in the next round, j4 = j3 = 4 ensures no
swap. Thus, we get both j4 = 4 and S4[4] = S3[4] = 0.

• In other situations, S4[4] = 0 and j4 = 4 occur randomly.

In summary,

Pr(S4[4] = 0 | j4 = 4) ≈ 2/N, and

Pr(Z4 = 2 ∧ S4[4] = 0 | j4 = 4) ≈ 2/N2.

Subpath 4: S4[4] 6= 0, 2, N/2 + 2 gives Z4 = 2 with probability approxi-
mately 1/N due to random association. Due to the previous subpaths,
we know that the event (S4[4] 6= 0, 2, N/2 + 2 | j4 = 4) occurs with
probability (1− 5/N). Thus,

Pr(Z4 = 2 ∧ S4[4] 6= 0, 2, N/2 + 2 | j4 = 4) ≈ (1/N) · (1− 5/N).

Combining all subpaths mentioned above, we get Pr(Z4 = 2∧ j4 = 4) as

Pr(Z4 = 2 ∧ S4[4] = 2 | j4 = 4) · Pr(j4 = 4)

+ Pr(Z4 = 2 ∧ S4[4] = N/2 + 2 | j4 = 4) · Pr(j4 = 4)

+ Pr(Z4 = 2 ∧ S4[4] = 0 | j4 = 4) · Pr(j4 = 4)

+ Pr(Z4 = 2 ∧ S4[4] 6= 0, 2, N/2 + 2 | j4 = 4) · Pr(j4 = 4)

= (2/N) · (1/N) + 0 + (2/N2) · (1/N) + (1/N − 5/N2) · (1/N)

= 3/N2 − 3/N3.

Path 2. Consider j4 6= 4. Then, Z4 = S4[S4[4]+S4[j4]] = S4[S4[4]+X], where
X = S4[j4] 6= S4[4], say. Here we may consider two subpaths, as follows.

Subpath 1: S4[4] = 2 gives Z4 = S4[2 + X] 6= S4[4] = 2, as X = S4[j4] 6=
S4[4] = 2 for j4 = 4. Thus we get Pr(Z4 = 2 ∧ S4[4] = 2 | j4 6= 4) = 0.
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Subpath 2: S4[4] 6= 2 gives Z4 = 2 with due to random association. Thus
we get Pr(Z4 = 2∧S4[4] 6= 2 | j4 6= 4) ≈ 1/N ·(1−1/N) = (1/N−1/N2).

Combining the aforesaid subpaths, we have Pr(Z4 = 2 ∧ j4 6= 4) as

Pr(Z4 = 2 ∧ S4[4] = 2 | j4 6= 4) · Pr(j4 6= 4)

+ Pr(Z4 = 2 ∧ S4[4] 6= 2 | j4 6= 4) · Pr(j4 6= 4)

= 0 + (1/N − 1/N2) · (1− 1/N) = 1/N − 2/N2 + 1/N3.

Adding the contributions from the two mutually exclusive paths above, we get
the desired probability Pr(Z4 = 2) computed as

Pr(Z4 = 2)

= Pr(Z4 = 2 ∧ j4 = 4) + Pr(Z4 = 2 ∧ j4 6= 4)

= (3/N2 − 3/N3) + (1/N − 2/N2 + 1/N3) = 1/N + 1/N2 − 2/N3.

Thus we obtain Pr(Z4 = 2) ≈ 1/N + 1/N2.

5.3.4 Proof of bias in (Z256 = 0)

We shall assume the probabilistic model of uniform random keys to prove this
result. We assume actual RC4 next-state-function for the evolution of S and
i, j, and no randomness assumptions are made on the initial state S0 of PRGA.

Theorem 5.11. In RC4 with N = 256, Pr(ZN = 0) ≈ 1/N − 0.36/N2.

Proof. Let us consider the following two paths.

Path 1. Consider S1[0] = 0. In this case, if j2, . . . , jN−1 are all non zero,
then one can check that ZN 6= 0. In all other cases, one may consider
Pr(ZN = 0 | S1[0] = 0) ≈ 1/N due to random association. Thus,
Pr(ZN = 0 | S1[0] = 0) ≈

(
1− (1− 1/N)N−2

)
· (1/N).

Path 2. Consider S1[0] 6= 0. We may consider following sub-paths, depending
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on state SN−3. Denote A := ZN = 0, B := S1[0] 6= 0 to get:

Pr(ZN = 0 | S1[0] 6= 0) = Pr(A | B)

= Pr(A | B ∧ SN−3[0] = 0) · Pr(SN−3[0] = 0 | S1[0] 6= 0)

+ Pr(A | B ∧ SN−3[N − 2] = 0) · Pr(SN−3[N − 2] = 0 | S1[0] 6= 0)

+ Pr(A | B ∧ SN−3[N − 1] = 0) · Pr(SN−3[N − 1] = 0 | S1[0] 6= 0)

+
N−3∑
x=1

Pr(A | B ∧ SN−3[x] = 0) · Pr(SN−3[x] = 0 | S1[0] 6= 0).

Case 1: If SN−3[0] = 0 and jN−2, jN−1 6= 0, we have SN−1[0] = 0, which
implies jN = jN−1 and SN−1[jN−1] 6= jN−1. Thus, ZN = SN [SN−1[jN ] +
SN−1[0]] = SN [SN−1[jN−1]] 6= SN [jN−1] = SN [jN ] = SN−1[0] = 0. Thus
for ZN = 0, we must have either jN−2 = 0 or jN−1 = 0 in this case,
and in each case, ZN = 0 will occur with probability 1/N of random
association. Hence Pr(ZN = 0 | S1[0] 6= 0 ∧ SN−3[0] = 0) ≈ 2/N2.

Case 2: If SN−3[N − 2] = 0 and jN−2 = 0, we have SN−2[0] = 0 and
jN−1 = SN−2[N − 1] 6= 0. Thus, SN−1[0] = 0 and jN = jN−1, which gives
ZN = SN [SN−1[0] + SN−1[jN ]] = SN [SN−1[jN−1]] = SN [SN−2[N − 1]] =
SN [jN−1] = SN [jN ] = SN−1[0] = 0. So, Pr(ZN = 0 | S1[0] 6= 0∧SN−3[N−
2] = 0 ∧ jN−2 = 0) = 1. On the other hand, if SN−3[N − 2] = 0 and
jN−2 6= 0, then ZN 6= 0 where jN−1 6= 0 and SN−1[jN ] = 0, and ZN = 0
due to random association in all other cases. So, Pr(ZN = 0 | S1[0] 6=
0 ∧ SN−3[N − 2] = 0 ∧ jN−2 6= 0) ≈ 1/N − 1/N2. Combining the two
items as above, we get

Pr(ZN = 0 | S1[0] 6= 0 ∧ SN−3[N − 2] = 0) ≈ 2/N − 2/N2.

Case 3: Similarly for SN−3[N − 1] = 0, it can be proved that Pr(ZN =
0 | S1[0] 6= 0 ∧ SN−3[N − 1] = 0) ≈ 2/N − 2/N2.

Case 4: Now consider the case SN−3[x] = 0 for 1 ≤ x ≤ N − 3. If
jN−2 6= x, jN−1 6= x and jN = x, one can verify that ZN 6= 0. In all other
cases, ZN = 0 occurs with probability 1/N . Thus for 1 ≤ x ≤ N − 3,
Pr(ZN = 0 | S1[0] 6= 0 ∧ SN−3[x] = 0) ≈ 1/N − 1/N2.

Now, let us consider the conditional events (SN−3[x] = 0 | S1[0] 6= 0),
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for 0 ≤ x ≤ N − 1, to complete the picture. Starting with S1[0] 6=
0, if j2, . . . , jN−3 are all non zero, we have SN−3[0] 6= 0 as well. So,
Pr(SN−3[0] = 0 | S1[0] 6= 0) =

(
1− (1− 1/N)N−4

)
· (1/N) = PA, say.

For all x 6= 0, we may now assume Pr(SN−3[x] = 0 | S1[0] 6= 0) ≈
(1−PA)/(N − 1) = PB, say. Taking into account the contributions from
all four sub-cases within this path, we get

Pr(ZN = 0 | S1[0] 6= 0)

= (2/N2) · PA + (2/N − 2/N2) · PB
+ (2/N − 2/N2) · PB + (1/N − 1/N2) · (1− PA − 2PB)

= (1/N − 1/N2)− (1/N − 3/N2) · PA + (2/N − 2/N2) · PB.

Combining the above two paths, we get Pr(ZN = 0) as

Pr(ZN = 0 | S1[0] = 0) · P (S1[0] = 0) + Pr(ZN = 0 | S1[0] 6= 0) · P (S1[0] 6= 0)

≈
(
1− (1− 1/N)N−2

)
· (1/N) · (2/N)

+ ((1/N − 1/N2)− (1/N − 3/N2) · PA
+ (2/N − 2/N2) · PB) · (1− 2/N).

For N = 256, as in the case with practical RC4, this result produces the value
Pr(ZN = 0) ≈ 1/N − 0.36/N2.

5.3.5 Proof of bias in (Z257 = 0)

We shall assume the probabilistic model of uniform random keys to prove this
result. We assume actual RC4 next-state-function for the evolution of S and
i, j, and no randomness assumptions are made on the initial state S0 of PRGA.

Theorem 5.12. In RC4 with N = 256, Pr(ZN+1 = 0) ≈ 1/N + 0.36/N2.

Proof. We write ZN+1 = SN+1[SN [1]+SN [jN+1]], and consider following paths.

Path 1. Consider the case SN [1] = 1, where we may write ZN+1 = SN+1[1 +
SN [jN+1]]. If SN [jN+1] = 0, we have ZN+1 = SN+1[1] = SN [jN+1] = 0.
Otherwise if SN [jN+1] = X 6= 0, we have ZN+1 = SN+1[1 + X] = 0 only
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due to random association. Let us denote events A = (SN [1] = 1) and
B = (SN [jN+1] = 0) to get

Pr(ZN+1 = 0 | A)

= Pr(ZN+1 = 0 | A ∧B) · Pr(B) + Pr(ZN+1 = 0 | A ∧B) · Pr(B)

≈ 1 · (1/N) + (1/N) · (1− 1/N) = 2/N − 1/N2.

Path 2. Consider the case SN [1] = X 6= 1. Here we have ZN+1 = SN+1[X +
SN [jN+1]]. If SN [jN+1] = 0, we will get ZN+1 = SN+1[X] 6= SN+1[1] =
SN [jN+1] = 0. Otherwise, for SN [jN+1] = Y 6= 0, we may have ZN+1 =
SN+1[X + Y ] = 0 due to random association. Let us denote events
A = (SN [1] = 1) and B = (SN [jN+1] = 0) to get

Pr(ZN+1 = 0 | A)

= Pr(ZN+1 = 0 | A ∧B) · Pr(B) + Pr(ZN+1 = 0 | A ∧B) · Pr(B)

≈ 0 + (1/N) · (1− 1/N) = 1/N − 1/N2.

From [132, Theorem 1], we get Pr(SN [1] = 1) ≈ 0.00532 for N = 256. Thus,

Pr(ZN+1 = 0)

= Pr(ZN+1 = 0 | A) · Pr(A) + Pr(ZN+1 = 0 | A) · Pr(A)

≈ (2/N − 1/N2) · (0.00532) + (1/N − 1/N2) · (1− 0.00532).

For N = 256, as in the case with practical RC4, this produces the value
Pr(ZN+1 = 0) ≈ 1/N + 0.36/N2.

5.4 Periodic long-term bias in RC4

The biases discussed so far are prevalent in the initial bytes of the RC4
keystream, and are generally referred to as the short-term biases. It is a
common practice to discard a few hundred initial bytes of the keystream to
avoid these biases, and this motivates the search for long-term biases in RC4
that are present even after discarding an arbitrary number of initial bytes.
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The first result in this direction was observed in 1997 by Golic [52], where
certain correlation was found between the least significant bits of the two non-
consecutive output bytes Zr and Zr+2, for all rounds r of RC4. In 2000, a set
of results was proposed by Fluhrer and McGrew [45], where the biases depend
upon the frequency of occurrence of certain digraphs in the RC4 keystream.
Later in 2005, Mantin [102] improved these to obtain the ABSAB distin-
guisher, which depends on the repetition of digraph AB in the keystream after
a gap of string S having G bytes. This is the best long-term distinguisher
of RC4 to date. In 2008, Basu et al. [12] identified another conditional long-
term bias, depending on the relationship between two consecutive bytes in the
keystream.

In this section, we prove that the event (ZwN+2 = 0 ∧ ZwN = 0) is
positively biased for all w ≥ 1. After the first long-term bias observed by
Golic [52] in 1997, this is the only one that involves non-consecutive bytes of
RC4 keystream. Golic [52] proved a strong bitwise (only least significant bit)
correlation between ZwN and ZwN+2, while we prove a byte-wise correlation.

Theorem 5.13. For any integer w ≥ 1, assume that the permutation SwN is
randomly chosen from the set of all possible permutations of {0, . . . , N − 1}.
Then Pr(ZwN+2 = 0 ∧ ZwN = 0) ≈ 1/N2 + 1/N3.

Proof. The positive bias in Z2, proved in [103], propagates to round (wN + 2)
if jwN = 0. Mantin and Shamir’s observation [103, Theorem 1] implies

Pr(ZwN+2 = 0 | jwN = 0) ≈ 2/N − 1/N2. (5.7)

If jwN 6= 0, we observe that ZwN+2 does not take the value 0 by uniform
random association. In particular, we get the following:

Pr(ZwN+2 = 0 | jwN 6= 0) ≈ 1/N − 1/N2. (5.8)

For ZwN , we have iwN = 0, and when jwN = 0 (this happens with probability
1/N), no swap takes place and the output is ZwN = SwN [2 · SwN [0]]. Two
cases may arise from here. If SwN [0] = 0, then ZwN = SwN [0] = 0 for sure.
Otherwise if SwN [0] 6= 0, the output ZwN takes the value 0 only due to random
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association. Combining the cases,

Pr(ZwN = 0 | jwN = 0) ≈ 1/N · 1 + (1− 1/N) · 1/N = 2/N − 1/N2. (5.9)

Similarly to Pr(ZwN+2 = 0 | jwN 6= 0), it is easy to show that

Pr(ZwN = 0 | jwN 6= 0) ≈ 1/N − 1/N2. (5.10)

Now, we may compute the joint probability Pr(ZwN+2 = 0 ∧ ZwN = 0) as

Pr(ZwN+2 = 0 ∧ ZwN = 0 ∧ jwN = 0) + Pr(ZwN+2 = 0 ∧ ZwN = 0 ∧ jwN 6= 0).

Given jwN = 0, bytes ZwN+2 and ZwN can be considered independent. Using
Equations (5.7) and (5.9), we get Pr(ZwN+2 = 0 ∧ ZwN = 0 ∧ jwN = 0) as

Pr(ZwN+2 = 0 | jwN = 0) · Pr(ZwN = 0 | jwN = 0) · Pr(jwN = 0)

≈ (2/N − 1/N2) · (2/N − 1/N2) · (1/N) ≈ 4/N3 − 4/N4.

From Equations (5.8), (5.10), we get Pr(ZwN+2 = 0 ∧ ZwN = 0 ∧ jwN 6= 0) as

Pr(ZwN+2 = 0 | jwN 6= 0) · Pr(ZwN = 0 | jwN 6= 0) · Pr(jwN 6= 0)

≈ (1/N − 1/N2)2 · (1− 1/N) ≈ 1/N2 − 3/N3 + 3/N4.

Adding the two expressions, Pr(ZwN+2 = 0 ∧ ZwN = 0) ≈ 1/N2 + 1/N3.

This is the first long-term byte-wise correlation to be observed between two
non-consecutive bytes (ZwN , ZwN+2). The gap between the related bytes in
this case is 1, and we could not find any other significant long-term bias with
this gap. An interesting direction for experimentation and analysis would be
to look for similar long-term biases with larger gaps between the related bytes.
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Chapter 6
Overview of RC4 Implementation

In this part of the thesis, we study several aspects of the hardware implementa-
tion of RC4 stream cipher, with respect to its high-throughput implementation.
We present two new hardware designs in Chapters 7 and 8 that allow fast gen-
eration of RC4 keystream. The better of the two is the fastest known hardware
implementation of the cipher till date. To motivate our contribution, we first
discuss the current literature on RC4 hardware implementations.

6.1 Existing hardware implementations

We perform a survey of RC4 hardware implementations with a focus on its
throughput efficiency, where the throughput is defined as the average number
of cycles required to generate each byte of output keystream of the cipher.
Thus, throughout this thesis, we shall refer to the throughput in terms of
‘cycles-per-byte’ or ‘bytes-per-cycle’ keystream generation rate of RC4.

In 2003, a 3 cycles-per-byte implementation of RC4 on a custom pipelined
hardware was proposed by Kitsos, Kostopoulos, Sklavos and Koufopavlou [79].
In the same year, a patent by Matthews Jr. [106] was disclosed, which pro-
vided a similar 3 cycles-per-byte architecture using multi-port memory units.
Another patent by Matthews Jr. [105] was disclosed in 2008, which proposed
a new design for RC4 hardware using pipeline architecture. This increased the
efficiency of the cipher to obtain a 1 byte-per-cycle throughput.

147



Chapter 6: Overview of RC4 Implementation

6.1.1 Kitsos et al custom pipeline design [79]

In 2003, Kitsos, Kostopoulos, Sklavos and Koufopavlou [79] proposed a custom
pipelined architecture for RC4, as in Figure 6.1 (originally [79, Figure 3]).

Figure 6.1: RC4 architecture proposed by Kitsos et al [79, Figure 3].

The storage unit for the design proposed in [79] is based on a three-part
block RAM for the S-box, and a control unit is designed to synchronize the
operations of the storage architecture. The design provides a throughput of N
keystream bytes in 3N + 768 cycles, that is, 3 cycles-per-byte for large N .
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6.1.2 Matthews Jr. multi-port memory units [106]

In 2003, a US patent published by Matthews Jr. [106] proposed a hardware
pipelined method for RC4 implementation using a circuit that includes at least
one dual port memory, as shown in Figure 6.2 (originally [106, Fig. 6]).

Figure 6.2: RC4 architecture proposed by Matthews Jr. [106, Fig. 6].

The design of RC4 hardware in [106] based on multi-port memory modules
provides a throughput of 3 cycles-per-byte if a single memory unit is used. The
throughput may be further improved to 2 cycles-per-byte if more multi-port
memory units are used simultaneously. However, the generic throughput of
the design, 3 cycles-per-byte, is same as that of Kitsos et al [79].
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6.1.3 Matthews Jr. four-stage hardware pipeline [105]

In 2008, another US patent published by Matthews Jr. [105] proposed a better
hardware architecture for RC4, where a multiple ported memory is used to
allow pipelined read and write access to values in memory.

To improve the earlier design [106], this new design applies coherency check-
ing to maintain the consistency of read-after-write and write-after-write opera-
tions in RC4. Further, the initialization of the memory is improved in [105] so
that it occurs in a single cycle. The architecture of the RC4 hardware in [105]
is similar to that in Figure 6.2, but improves the pipeline structure to a four-
stage model, as in Table 6.1 (originally [105, Table 1]). Combination of these
improvements resulted in a throughput of 1 cycle-per-byte for the cipher.

Table 6.1: Pipeline stages for design proposed by Matthews Jr. [105, Table 1].

i1 = i0 + 1 i2 = i1 + 1 i3 = i2 + 1
Read S[i1] Read S[i2]
Store S[i1] into SI Store S[i2] into SI
j1 = j0 + S[i1] j2 = j1 + S[i2]

Read S[j1] Read S[j2]
Store S[j1] in SJ Store S[j2] in SJ

t1 = SI + S[j1] t2 = SI + S[j2]
Write SI into S[j1] Write SI into S[j2]

Read S[t1] Read S[t2]
Store S[t1] into K Store S[t2] into K
Write SJ into S[i1] Write SJ into S[i2]

6.2 New implementations of RC4 hardware

The RC4 hardware architecture proposed by Matthews Jr. [105] was the best
in terms of throughput, since 2008. Our recent works [129, 133] present new
designs for RC4 hardware with an improved throughput.

6.2.1 Sen Gupta et al loop unrolling approach [133]

In 2010, we proposed [133] an RC4 architecture that produces 1 byte per
cycle (or 1 cycle-per-byte), that is the same throughput as in the design by
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Matthews [105]. However, the model does not use hardware pipeline approach
to obtain this result.

Our main contribution in [133] was to take a new look at RC4 hardware
design and exploit the idea of loop unrolling in this context. We combined
consecutive pairs of cycles in a pipelined fashion, and read off the values of
one state of the S-box from previous or later rounds of the cipher. To the best
of our knowledge, the idea of loop unrolling in RC4 has never been exploited
in designing an efficient hardware. The comprehensive design strategy and
analysis of the design is presented in Chapter 7.

6.2.2 Sen Gupta et al hybrid approach [129]

One may note that the above design of [133], based on loop unrolling, is com-
pletely independent of the design idea of hardware pipelining in case of RC4.
Recently in 2013, we proposed [129] a completely new design of RC4 hardware
using efficient hardware pipeline and loop unrolling simultaneously. This model
provided a throughput of 2 bytes-per-cycle (or 1

2 cycle-per-byte) in RC4 PRGA,
without losing the clock performance compared to [133]. Detailed account of
the design strategy and circuit analysis is presented in Chapter 8.

6.2.3 Comparison with earlier designs

The implementation of both the designs of [129, 133] have been done using
VHDL description, synthesized with 90 nm and 65 nm technologies using Syn-
opsys Design Compiler in topographical mode. The improved design of [129]
has been synthesized with 130 nm technology as well for comparison. With
strict clock period constraints, we could device [129] a hybrid model based
on our design of simultaneous loop unrolling and hardware pipelining, which
offered the best throughput in hardware implementation:

10 Gbps (i.e., 1.25 GBps) on 130 nm technology
21.92 Gbps (i.e., 2.74 GBps) on 90 nm technology
30.72 Gbps (i.e., 3.84 GBps) on 65 nm technology
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Section 8.3 presents the final implementation results of both the afore-
said designs [129, 133], including some intermediate design points. The opti-
mization includes experimentations with strict clock period constraints, and
some restructuring of the original model. The final architecture offers the best
throughput. Section 8.4 discusses the scope for efficiency improvement using
further loop unrolling, and illustrates the limitations regarding this approach.
Issues with storage access in terms of further hardware pipeline are also dis-
cussed in the same part of the thesis.

The throughput, in terms of cycles-per-byte of keystream generation, of the
loop-unrolled design proposed by us in [133] is the same as that of the designs
proposed by Kitsos, Kostopoulos, Sklavos and Koufopavlou [79] and Matthews
Jr. [106]. The throughput of the hybrid design proposed by us in [129] is
approximately six times that of the designs proposed by Kitsos, Kostopoulos,
Sklavos and Koufopavlou [79] and Matthews Jr. [106], and approximately twice
that of the design proposed by Matthews Jr. [105]. Table 6.2 summarizes the
comparative results in this regard.

Table 6.2: Throughput comparison of RC4 hardware implementations.

Year Technique Throughput Reference
Existing hardware implementations

2003 Custom pipeline 3 cycles-per-byte Kitsos et al [79]
2003 Multi-port mem-

ory
3 cycles-per-byte Matthews Jr. [106]

2008 Pipelining 1 cycle-per-byte Matthews Jr. [105]
New implementations of RC4 hardware

2010 Loop unrolling 1 byte per cycle Sen Gupta et al [133]
2013 Hybrid model 2 bytes per cycle Sen Gupta et al [129]

We discuss the new implementations of RC4 hardware in Chapters 7 and 8.
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Design 1 – One Byte per Clock

In retrospect of the existing hardware designs of RC4 by Kitsos et al [79]
and Matthews Jr. [105, 106], we consider the following research problem, as
discussed earlier in Section 1.4 of Chapter 1.

Problem 2a. Is it possible to provide a simpler alternative to the best existing
designs for RC4 hardware that would yield the same throughput?

This problem has been attempted and solved by us [133] in 2010, and the
details of the proposed solution is presented in this chapter.

To solve this problem, we exploit the idea of loop unrolling for RC4 hard-
ware implementation. We consider the generation of two consecutive values of
Z together, for the two consecutive plaintext bytes to be encrypted. To the
best of our knowledge, the idea of loop unrolling has never been exploited in
the literature to design RC4 hardware for high throughput.

Loop unrolling – the basic idea

Assume that the initial values of the variables i, j and S are i0, j0 and S0,
respectively. After the first execution of the PRGA loop, these values will be
i1, j1 and S1, respectively and the output byte is Z1, say. Similarly, after the
second execution of the PRGA loop, these will be i2, j2, S2 and Z2, respectively.
Thus, for the first two loops of execution to complete, we have to perform the
operations shown in Table 7.1.
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Table 7.1: Two consecutive loops of RC4 Stream Generation

First Loop Second Loop
i1 = i0 + 1 i2 = i1 + 1 = i0 + 2
j1 = j0 + S0[i1] j2 = j1 +S1[i2] = j0 +S0[i1]+S1[i2]
Swap S0[i1]↔ S0[j1] Swap S1[i2]↔ S1[j2]
Z1 = S1[S0[i1] + S0[j1]] Z2 = S2[S1[i2] + S1[j2]]

7.1 Individual components of Design 1

To store S-array in hardware, we use a bank of 8-bit registers, 256 in total.
The output lines of any one of these 256 registers can be accessed through a
256 to 1 Multiplexer (MUX), with its control lines set to the required address
i1, j1, i2 or j2. Thus, we need 4 such 256 to 1 MUX units to simultaneously
read S[i1], S[i2], S[j1] and S[j2]. Before that, let us study how to compute the
increments of i and j at each level.

7.1.1 Step 1: Calculation of i1 and i2

Incrementing i0 by 1 and 2 can be done by the same clock pulse applied to
two synchronous 8-bit counters. The counter for i1 is initially loaded with
00000001 and the counter for i2 is loaded with 00000010, the initial states of
these two indices. This serves the purpose for the first two rounds of RC4, in
both KSA and PRGA.

Thereafter, in every other cycle, the clock pulse is applied to all the flip-
flops except the ones at the LSB position for both the counters, as shown in
Figure 7.1. This will result in proper increments of i1 that assumes only the
odd values 1, 3, 5, . . ., and that of i2 assuming only the even values 2, 4, 6, . . .,
as required in RC4. This is assured as the LSB of i1 will always be 1 and that
of i2 will always be 0, as shown in Figure 7.1.
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i0

i2i1

1 0
Φ

Figure 7.1: [Circuit 1] Circuit to compute i1 and i2.

7.1.2 Step 2: Calculation of j1 and j2

The values of j1 and j2 will be computed and stored in two 8-bit registers.
To compute j1, we need a 2-input parallel adder unit. It may be one using
a carry lookahead adder, or one using scan operation as proposed by Sinha
and Srimani [140], or one using carry-lookahead-tree as proposed by Lynch and
Swarzlander, Jr. [94]. For computing j2, there are two special cases:

j2 = j0 + S0[i1] + S1[i2] =


j0 + S0[i1] + S0[i2] if i2 6= j1

j0 + S0[i1] + S0[i1] if i2 = j1

The only change from S0 to S1 is the swap S0[i1] ↔ S0[j1], and hence we
need to check if i2 is equal to either of i1 or j1. Now, i2 can not be equal to
i1 as they differ only by 1 modulo 256. Therefore, S1[i2] = S1[j1] = S0[i1] if
i2 = j1, and S1[i2] = S0[i2] otherwise. In both the cases, three binary numbers
are to be added.

Let us denote the kth bit of j0, S0[i1] and S1[i2] (either S0[i2] or S0[i1]) by
ak, bk and ck, respectively, where 0 ≤ k ≤ 7. We first construct two 9-bit
vectors R and C, where the kth bits (0 ≤ k ≤ 8) of R and C are given by

Rk = XOR(ak, bk, ck) for 0 ≤ k ≤ 7, R8 = 0, C0 = 0,

Ck = ak−1bk−1 + bk−1ck−1 + ck−1ak−1 for 1 ≤ k ≤ 8.

In RC4, all additions are done modulo 256. Hence, we can discard the 9th bit
(k = 8) of the vectors R,C while adding them together, and carry out normal
8-bit parallel addition considering 0 ≤ k ≤ 7. Therefore, one may add R and
C by a parallel full adder as used for j1. The circuit to compute j1 and j2 is
as shown in Figure 7.2.
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Register bank S0Register bank S0

i1

i2

j0

j2j1

3 input

Adder

3 input

Adder

2 input

Adder

Comparator

(0 if equal)

256 to 1

MUX

256 to 1

MUX

2 to 1
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Figure 7.2: [Circuit 2] Circuit to compute j1 and j2.

7.1.3 Step 3: Swapping the S values

In Table 7.1, the two swap operations in the third row results in one of the
following 8 possible data transfer requirements among the registers of the S-
register bank, depending on the different possible values of i1, j1, i2 and j2. We
have to check if i2 and j2 can be equal to i1 or j1 (we only know that i2 6= i1).
All the cases in this direction can be listed as in Table 7.2. A more detailed
explanation for each case is presented as follows.

Case 1: i2 6= j1 and j2 6= i1 and j2 6= j1

These data transfers are symbolically represented by the following permutation
on data in S0. (

i2 j2

j2 i2

)
◦
(
i1 j1

j1 i1

)

This involves four simultaneous register to register data transfers, as follows:
S0[i1]→ S0[j1], S0[j1]→ S0[i1], S0[i2]→ S0[j2] and S0[j2]→ S0[i2].
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Table 7.2: Cases for the Register-to-Register transfers in the swap operation.

# Condition Register-to-Register Transfers
1 i2 6= j1 & j2 6= i1 & j2 6= j1 S0[i1]→ S0[j1], S0[j1]→ S0[i1],

S0[i2]→ S0[j2], S0[j2]→ S0[i2]
2 i2 6= j1 & j2 6= i1 & j2 = j1 S0[i1]→ S0[i2],

S0[i2]→ S0[j1] = S0[j2], S0[j1]→ S0[i1]
3 i2 6= j1 & j2 = i1 & j2 6= j1 S0[i1]→ S0[j1],

S0[i2]→ S0[i1] = S0[j2], S0[j1]→ S0[i2]
4 i2 6= j1 & j2 = i1 & j2 = j1 S0[i1]→ S0[i2],

S0[i2]→ S0[i1] = S0[j1] = S0[j2]
5 i2 = j1 & j2 6= i1 & j2 6= j1 S0[i1]→ S0[j2],

S0[j2]→ S0[j1] = S0[i2], S0[j1]→ S0[i1]
6 i2 = j1 & j2 6= i1 & j2 = j1 S0[i1]→ S0[j1] = S0[i2] = S0[j2],

S0[j1]→ S0[i1]
7 i2 = j1 & j2 = i1 & j2 6= j1 This indicates an identity permutation,

and hence no data transfer occurs.
8 i2 = j1 & j2 = i1 & j2 = j1 This situation is impossible,

as this implies i1 = i2 = i1 + 1.

Case 2: i2 6= j1 and j2 6= i1 and j2 = j1

In this case the data transfers are represented by(
i2 j1

j1 i2

)
◦
(
i1 j1

j1 i1

)

This involves three data transfers, as follows: S0[i1]→ S0[i2], S0[i2]→ S0[j1] =
S0[j2] and S0[j1]→ S0[i1].

Case 3: i2 6= j1 and j2 = i1 and j2 6= j1

In this case the data transfers are represented by(
i2 i1
i1 i2

)
◦
(
i1 j1

j1 i1

)
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This involves three data transfers, as follows: S0[i1]→ S0[j1], S0[i2]→ S0[i1] =
S0[j2] and S0[j1]→ S0[i2].

Case 4: i2 6= j1 and j2 = i1 and j2 = j1

In this case the data transfers are represented by(
i2 i1
i1 i2

)
◦
(
i1 i1
i1 i1

)

This involves two data transfers, as follows: S0[i1] → S0[i2] and S0[i2] →
S0[i1] = S0[j1] = S0[j2].

Case 5: i2 = j1 and j2 6= i1 and j2 6= j1

In this case the data transfers are represented by(
j1 j2

j2 j1

)
◦
(
i1 j1

j1 i1

)

This involves three data transfers, as follows: S0[i1]→ S0[j2], S0[j2]→ S0[j1] =
S0[i2] and S0[j1]→ S0[i1].

Case 6: i2 = j1 and j2 6= i1 and j2 = j1

In this case the data transfers are represented by(
j1 j1

j1 j1

)
◦
(
i1 j1

j1 i1

)

This involves two data transfers, as follows: S0[i1] → S0[j1] = S0[i2] = S0[j2]
and S0[j1]→ S0[i1].

Case 7: i2 = j1 and j2 = i1 and j2 6= j1

In this case the data transfers are represented by(
j1 i1
i1 j1

)
◦
(
i1 j1

j1 i1

)

This is the identity permutation, and hence does not involve any data transfer.

Case 8: i2 = j1 and j2 = i1 and j2 = j1

This case cannot occur, as it implies i1 = i2, which is impossible because
i2 = i0 + 2 = i1 + 1.
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After the swap operation is completed successfully, one obtains S2 from S0.
From the point of view of the receiving registers (in the S-register bank) in
case of the above mentioned register-to-register transfers, we can summarize
the cases as follows.

S2[i1] receives data from S0[i1], S0[j1] or S0[i2]
S2[j1] receives from S0[i1], S0[j1], S0[i2] or S0[j2]
S2[i2] receives from S0[i1], S0[j1], S0[i2] or S0[j2]
S2[j2] receives from S0[i1], S0[i2] or S0[j2].

In view of the above, the input data (1 byte) for each of the 256 registers in the
S-register bank will be taken from the output of an 8 to 1 MUX unit, whose
data inputs are taken from S0[i1], S0[j1], S0[i2], S0[j2], and the control inputs
are taken from the outputs of three comparators comparing (i) i2 and j1, (ii)
j2 and i1, (iii) j2 and j1. The circuit in Figure 7.3 realizes the swap.

8 to 1

MUX

Comp

1 if eq

i2
j1

Comp

1 if eq

j2
i1

Comp

1 if eq

j2
j1

8

options

for

S2[i1]

8 to 1

MUX

8

options

for

S2[j1]

8 to 1

MUX

8

options
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8 to 1

MUX

8
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for

S2[j2]

8 to 256
Decoder

i1
8 to 256
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8 to 256
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k -th
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k -th

line

k -th

line
k -th

line

S[k ]

registerInput for S2[k ]

Output for

next round

8
8 8

8

Figure 7.3: [Circuit 3] Circuit to swap S values (data lines for a fixed k).

For the simultaneous register-to-register data transfer during the swap op-
eration, we propose the use of Master-Slave JK flip-flops to construct the regis-
ters in the S-register bank. This way, the read and write operations will respect
the required order of functioning, and the synchronization can be performed
at the end of each clock cycle to update the S-state.
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7.1.4 Step 4: Calculation of Z1 and Z2

To get the most out of loop unrolling, we need to completely bypass the gen-
eration of S1, and move directly from S0 to S2, as discussed right before.
However, note that we require the state S1 for computing the output byte
Z1 = S1 [S0[j1] + S0[i1]]. We apply the trick of cross-loop look-back to resolve
this issue. We can rewrite Z1 = S1 [S1[i1] + S1[j1]] = S1 [S0[j1] + S0[i1]] as

Z1 =


S2[i2], if S0[j1] + S0[i1] = j2;

S2[j2] if S0[j1] + S0[i1] = i2;

S2[S0[j1] + S0[i1]] otherwise.

Computing Z1 involves adding S0[i1] and S0[j1] first, which can be done using a
2-input parallel adder. The 256 to 1 MUX, which is used to extract appropriate
data from S2, will be controlled by another 4 to 1 MUX. This 4 to 1 MUX is in
turn controlled by the outputs of two comparators comparing (i) S0[j1]+S0[i1]
and i2, and (ii) S0[j1] +S0[i1] and j2, as illustrated in the circuit of Figure 7.4.

Register bank S2

256 to 1

MUX
i2

j2

S0[i1]

2 input

Adder

4 to 1

MUX

Comparator
(0 if equal)

Comparator
(0 if equal)

S0[j1]

Z1

Figure 7.4: [Circuit 4] Circuit to compute Z1.

Computation of the second keystream output byte Z2, however, involves
adding S1[i2], S1[j2], as in the following formula:

Z2 = S2 [S2[i2] + S2[j2]] = S2 [S1[j2] + S1[i2]] .

In this case, we unwrap one cycle of RC4 and gather the values of S1[i2]
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and S1[j2] from the S0 state. S1[i2] and S1[j2] receive the values from the
appropriate registers of S0 as given below, depending on the conditions:

i2 6= j1, j2 6= i1, j2 6= j1: S1[i2] = S0[i2], S1[j2] = S0[j2]
i2 6= j1, j2 6= i1, j2 = j1: S1[i2] = S0[i2], S1[j2] = S0[i1]
i2 6= j1, j2 = i1, j2 6= j1: S1[i2] = S0[i2], S1[j2] = S0[j1]
i2 6= j1, j2 = i1, j2 = j1: S1[i2] = S0[i2], S1[j2] = S0[j1]
i2 = j1, j2 6= i1, j2 6= j1: S1[i2] = S0[i1], S1[j2] = S0[j2]
i2 = j1, j2 6= i1, j2 = j1: S1[i2] = S0[i1], S1[j2] = S0[i1]
i2 = j1, j2 = i1, j2 6= j1: S1[i2] = S0[i1], S1[j2] = S0[j1]

These conditions can be realized using an 8 to 1 MUX unit controlled by the
outputs of three comparators comparing (i) i2 and j1, (ii) j2 and i1, (iii) j2 and
j1. We can use the same control lines as in case of the swapping operation.
The circuit is as shown in Figure 7.5.

Register bank S2

256 to 1

MUX

2

8 to 1
MUX

0 i2

0 j2

0 i2

0 i1

0 i1

0 j1

Comp

1 if eq

2 input

Adder

i2

j1

Comp

1 if eq

j2

i1

Comp

1 if eq

j2

j1

2 input

Adder

2 input

Adder

Figure 7.5: [Circuit 5] Circuit to compute Z2.

7.2 Complete architecture of Design 1

The complete circuit for PRGA algorithm of Design 1 is shown in Figure 7.6.

We shall henceforth denote the clock by φ and its cycles numbered as φ1,
φ2, etc., where φ0 refers to the clock pulse that initiates PRGA. In Figure 7.6,
Li denote the latches operated by the trailing edge of φ2n+i, i.e., the (2n+ i)th

cycle of the master clock φ where n ≥ 0. For example, the latches labeled L1
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Figure 7.6: Circuit for RC4 PRGA in the proposed architecture (Design 1).
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(four of them) are released at the trailing edge of φ1, φ3, φ5, . . . and the latches
labeled L2 (eight of them) are released at the trailing edge of φ2, φ4, φ6, . . . etc.
In the final implementation, these latches have been replaced by edge-triggered
flip-flops which operate at the trailing edge of the clock.

7.3 Timing analysis of Design 1

The timing analysis for the complete PRGA circuit (shown in Figure 7.6) is
as shown in the three-stage pipeline diagram of Figure 7.7. We illustrate the
first two iterations, and the rest falls along similar lines.

i1 = i0 + 1; 
j1 = j0 + S0[i1]; 
i2 = i1 + 1; 
j2 = j1 + S1[i2]; 

Z1 = S1[S1[i1] + S1[j1]] 
Z2 = S2[S2[i2] + S2[j2]] 

i3 = i2 + 1; 
j3 = j2 + S2[i3]; 
i4 = i3 + 1; 
j4 = j3 + S3[i4]; 

Cycle 1 

Cycle 2 

Cycle 3 

Stage 1 Stage 2 

Swap S0[i1], S0[j1]; 
Swap S1[i2], S1[j2]; 

Swap S2[i3], S2[j3]; 
Swap S3[i4], S3[j4]; 

Z3 = S3[S3[i3] + S3[j3]] 
Z4 = S4[S4[i4] + S4[j4]] 

Cycle 4 

Stage 3 

Cycle 5 

Figure 7.7: Pipeline structure for the proposed Design 1.

The combinational logics operate between the clock pulses and all read,
swap and increment operations are done at the trailing edges of the clock
pulses. The first two bytes Z1, Z2 are obtained at the end of the third clock
cycle and the next two bytes Z3, Z4 are obtained at the fifth clock cycle. A
detailed explanation follows.
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7.3.1 Throughput of PRGA in Design 1

We can generalize the previous observations to claim that

The hardware proposed for the PRGA stage of RC4 in Design 1, as
shown in Figure 7.6, produces “one byte per clock” after an initial
delay of two clock cycles.

Let us call the stage of the PRGA circuit shown in Figure 7.6 the nth stage.
This actually denotes the nth iteration of our model, which produces the output
bytes Zn+1 and Zn+2. The first block (Circuit 1) operates at the trailing edge
of φn, and increments in to in+1, in+2. During cycle φn+1, the combinational
part of Circuit 2 operates to produce jn+1, jn+2. The trailing edge of φn+1

releases the latches of type L1, and activates the swap circuit (Circuit 3).

The combinational logic of the swap circuit functions during cycle φn+2 and
the actual swap operation takes place at the trailing edge of φn+2 to produce
Sn+2 from Sn. Simultaneously, the latch of type L2 is released to activate the
Circuits 4 and 5. The combinational logic of these two circuits operate during
φn+3, and we get the outputs Zn+1 and Zn+2 at the trailing edge of φn+3.

This complete block of architecture performs in a cascaded pipeline fashion,
as the indices i2, j2 and the state Sn+2 are fed back into the system at the end
of φn+2 (actually, in+2 is fed back at the end of φn+1 to allow for the increments
at the trailing edge of φn+2). The operational gap between two iterations (e.g.,
nth and (n+ 2)th) of the system is thus two clock cycles (e.g., φn to φn+2), and
we obtain two output bytes per iteration.

Hence, the PRGA architecture of Design 1, as shown in Figure 7.6, produces
2N bytes of output stream in N iterations, over 2N clock cycles. Note that
the initial clock pulse φ0 is an extra one, and the production of the output
bytes lag the feedback cycle by one clock pulse in every iteration (e.g., φn+3

in case of nth iteration). Therefore, our model practically produces 2N output
bytes in 2N clock cycles, that is “one byte per clock”, after an initial lag of
two clock cycles.
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7.3.2 Throughput of KSA in Design 1

Note that the general KSA routine runs for 256 iterations to produce the initial
permutation of the S-box. Moreover, the steps of KSA are quite similar to the
steps of PRGA, apart from the following:

• Calculation of j involves key K along with S and i.

• Computing Z1, Z2 is neither required nor advised.

We propose the use of our loop-unrolled PRGA architecture (Figure 7.6) for
the KSA as well, with some minor modifications, as follows:

1. K-register bank: Introduce a new register bank for key K. It will contain
l number of 8-bit registers, where 8 ≤ l ≤ 15 in practice.

2. K-register MUX: To read key values K[i1 mod l] and K[i2 mod l] from
the K-registers, we introduce two 16 to 1 multiplexer unit. The first l
input lines of this MUX will be fed data from registers K[0] to K[l− 1],
and the rest (16 − l) inputs can be left floating (recall that 8 ≤ l ≤
15). The control lines of these MUX units will be i1 mod l and i2 mod l
respectively, and hence the floating inputs will never be selected.

3. Modular Counters: To obtain modular indices i1 mod l and i2 mod l, we
incorporate two modular counters (modulo l) for the indices. These are
synchronous counters and the one for i2 will have no clock input for the
LSB position, similar to Figure 7.1.

4. Extra 2-input Parallel Adders: Two 2-input parallel adders are appended
to Figure 7.2 for adding K[i1 mod l] and K[i2 mod l] to j1 and j2 respec-
tively.

5. No Outputs: Circuits of Figure 7.4 and Figure 7.5 are removed from the
overall structure, so that no output byte is generated during KSA. If any
such byte is generated, the key K may be compromised.

Using this modified hardware configuration, one can implement two rounds
of KSA in 2 clock cycles, that is “one round per clock”, after an initial lag of
1 cycle. Total time required for KSA is 256 + 1 = 257 clock cycles.
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7.4 Implementation of Design 1

We have implemented Design 1, the proposed structure for RC4 stream cipher,
using synthesizable VHDL description. The S-register box and K-register
box are implemented as array of master-slave flip-flops, and are synthesized
as standard-cell memory architecture (register-based implementation). The
entire VHDL code consists of approximately 1500 lines.

A major area impact of the circuit originates from the large number of
accesses to the S-box and the K-box from the KSA and PRGA circuit. Since
the PRGA and KSA will not run in parallel, we shared the read and write ports
of S-box and K-box between PRGA and KSA. From KSA, 1 read access to K-
box, 2 read accesses to S-box and 2 write accesses to S-box are needed. From
PRGA, 6 read accesses to S-box and 4 write accesses to S-box are needed.
The 2 read accesses correspond to simultaneous generation of two Z values at
the last step of PRGA. The 4 read and write accesses correspond to the double
swap operation. While sharing the mutually exclusive accesses, all the accesses
from KSA can be merged amongst the PRGA accesses. Therefore, the total
number of read ports to K-box is 1, the total number of read ports to S-box
is 6 and the total number of write ports to S-box is 4. This sharing of storage
access is as shown in Figure 7.8.

S-‐box	  K-‐box	  

KSA	   PRGA	  

1 read port 

2 read, 2 write port 6 read, 4 write port 

port	  sharing	  logic	  

6 read, 4 write port 

Figure 7.8: Access sharing of KSA and PRGA in Design 1.

The VHDL code is synthesized with 90 nm and 65 nm fabrication tech-
nologies using Synopsys Design Compiler in topographical mode. The detailed
implementation results are presented in Table 8.1 of Section 8.3, along with
proper comparisons with existing designs of RC4 hardware in Table 8.2.
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7.5 Comparison with existing designs

Let us compare the proposed design with the ones that existed for RC4 hard-
ware till date. We only consider existing designs that are focused towards
improved throughput, and not any other hardware considerations.

7.5.1 Kitsos et al [79] and Matthews Jr. [106]

Combining our KSA and PRGA architectures, we can obtain 2N output-
stream bytes in 2N + 259 clock cycles, counting the initial delay of 1 cycle
for KSA and 2 cycles for PRGA. The hardware implementation of RC4 de-
scribed in [79] or [106] provides an output of N bytes in 3N + 768 clock cycles.
A formal comparison of the timings is shown in Table 8.2. One can easily
observe that for large N , the throughput of our RC4 architecture is 3 times
compared to that of the designs proposed in [79] and [106].

Exact area comparison with [79] is not possible since, we do not have access
to the FPGA board for which the area figures of [79] is reported. Considering
the design idea, both [79] and [106] modeled their storage using block RAMs.
This implementation restricts the number of port accesses per cycle. To over-
come that, three 256-byte dual-port RAM blocks are used in [79]. Even then,
the design requires 3 cycles to produce 1 byte of data. An improved design
is reported in [106] where only two 256-byte dual-port RAM blocks are used.
Note that we utilize register-based storage for the S and K arrays instead of
RAM, as a RAM based storage would incorporate port-access restrictions and
latency issues, resulting in a compromise of throughput. An alternative tech-
nique to maintain the high throughput with RAM based implementation may
be partitioning the arrays according to the accesses, and optimize accordingly.

7.5.2 Comparison with the design of Matthews Jr. [105]

This design proposes a 1 byte-per-cycle design of RC4 hardware using an ap-
proach different from ours, and achieves the claimed throughput by means of
hardware pipeline. Instead of two, only one iteration per cycle in PRGA is
performed. The pipeline design is shown in Table 7.3 (same as [105, Table 1]).
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In terms of throughput, this design provides 1 cycle-per-byte output in
PRGA and completes KSA in 256 cycles, with an initial lag of 3 cycles due to
the four-stage pipeline (as in Table 7.3). Thus, N bytes of output is produced
in approximately N+259 clock cycles, which is comparable to the performance
of Design 1. Detailed comparative results are presented in Table 8.2.

7.5.3 Study of the design by Matthews Jr. [105]

Main advantage of the design proposed by Matthews Jr. [105] is compactness.
It provides a 1 byte-per-cycle throughput without resorting to loop unrolling.
We have studied this design closely and have implemented similar idea on our
own to understand the time and area constraints better. This is required since
the documentation in [105] does not report area or timing figures corresponding
to any technology node. Instead a figurative summary of the logic structure
is reported. We implemented a similar design, named Pipelined-A, to closely
study the design of Matthews Jr. [105], which helps us further to fuse the ideas
of loop unrolling and hardware pipelining to obtain a better design.

Pipelined-A: Design based on hardware pipelining

Our first design motivated by hardware pipelining is an architecture pipelined
in two stages, as in Figure 7.9. While [105] proposed a deep pipelining with
bypass and data-forwarding, our schemes allow a simpler two-stage pipelin-
ing with the same throughput of 1 byte-per-cycle and similar memory port
restrictions.

The first pipeline stage is devoted for calculation of j and performing the
swap, the second pipeline stage computes the value of Z. To minimize the
read and write accesses to S-box, the index to be used for second pipeline is
computed at the first stage itself. Note that, the index computation at first
stage does not alter the result as S[i] and S[j] are swapped, thus the addition
result S[i] + S[j] remains intact.

With the aforementioned structure, the pipeline in PRGA circuit is con-
siderably simplified with respect to Design 1. We further study the circuit in
order to improve its area and timing. To that effect, we first re-organized the
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i1 = i0 + 1; 
j1 = j0 + S0[i1]; 
Swap S0[i1], S0[j1] 

Z1 = S1[S0[i1] + S0[j1]] 
i2 = i1 + 1; 
j2 = j1 + S1[i2]; 
Swap S1[i2], S1[j2]; 

Z2 = S2[S1[i2] + S1[j2]] 

Cycle 1 

Cycle 2 

Cycle 3 

Stage 1 Stage 2 

Figure 7.9: 1 byte-per-cycle by Hardware Pipeline (Pipelined-A).

KSA circuit to merge 2 iterations of key generation in 1 cycle. The benefit of
this will be to have the S-box created in 128 cycles instead of 256 cycles.

This is done in similar fashion to the unrolling of KSA iterations as per
the design discussed earlier. The logic for the two consecutive KSA loops
in shown in Table 7.4, and the design idea follows that of Design 1. For
this design, the K-box is optimized away as it had constant reset inputs.
In the improvements discussed later, the K-box values are controlled from
external input. We synthesized the circuit without port-sharing, using 90 nm
technology at a strict clock frequency, and the synthesis results are as presented
in Section 8.3. The throughput is the same as that of Design 1.

Table 7.4: Two consecutive loops of RC4 Key Scheduling.

First Loop Second Loop
i1 = i0 + 1 i2 = i1 + 1 = i0 + 2
j1 = j0 + S0[i1] +K[i1] j2 = j1 + S1[i2] +K[i2]

= j0 + S0[i1] + S1[i2] +K[i2]
Swap S0[i1]↔ S0[j1] Swap S1[i2]↔ S1[j2]

One may prefer Pipelined-A over Design 1 because of its obvious simplicity.
However, in Chapter 8, we look into the possibility of improving the architec-
ture even further by incorporating loop unrolling into the design.
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In retrospect of the existing hardware designs of RC4 by Kitsos et al [79]
and Matthews Jr. [105, 106], we consider the following research problem, as
discussed earlier in Section 1.4 of Chapter 1.

Problem 2b. Is it possible to design a new RC4 hardware that would yield
a better throughput compared to the best existing architecture?

This problem has been recently studied and solved by us in [129], and the
details of the proposed solution are presented in this chapter.

In this chapter, we present a novel design for RC4 hardware which provides
the best throughput till date. We have already proposed a design in Chapter 7
to obtain a throughput of 1 byte-per-cycle. We have also designed and studied
a hardware pipeline architecture, namely Pipelined-A (based on [105]), that
provides the same. Now we will analyze the two models from a more detailed
implementation point of view for potential improvement in the design.

8.1 Optimization of previous designs

Note that in the hardware pipeline based Pipelined-A, as discussed in the
Chapter 7 (Figure 7.9), we had fused the idea of loop unrolling to merge two
consecutive rounds of KSA. As a result, the number of read accesses to K-box
from KSA grew to 2. The number of read and write accesses from KSA to S-

171
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box are both 4 due to the double swap in one cycle. We propose the following
optimized designs based on Pipelined-A to probe further into the design for
potential improvements.

8.1.1 Pipelined-B: Optimized version of Pipelined-A

We modified Pipelined-A to implement access sharing (read and write) for S-
box between KSA and PRGA. In case of Pipelined-A, KSA contains 4 read,
4 write accesses and PRGA contains 3 read and 2 write accesses to the S-
box. Naturally, all the accesses from PRGA can be shared with accesses from
KSA, resulting in total 4 read and 4 write accesses. The synthesis indicated a
compact circuit with the same throughput.

8.1.2 Pipelined-C: Optimized version of Pipelined-A

Another idea, exploited to reduce the circuit size further, is to perform only
one iteration of KSA per cycle. In this approach, KSA will require 256 cycles
to initialize the S-box. However, the number of both read and write accesses to
S-box will become 2 per cycle. By applying access sharing on top of that, total
number of read and write accesses to S-box is reduced to 3 and 2 respectively.
Furthermore, the number of read accesses to K-box also dropped to 1. The
synthesis of this circuit also indicated a more compact design.

We observed a sharp reduction in S-box and KSA areas for Pipelined-C, in
comparison with the previous designs. The reduction in the area for S-box is
most prominent as Pipelined-C directly reduces the area requirements for the
address decoders and multiplexers, due to less number of S-box access ports.
However, the reduction in K-box access ports costs us 256 cycles for KSA,
instead of 128 as in the previous two designs. Later, we shall present final
synthesis results for all the designs to compare the mutual pros and cons.

In the next section, we extend our analysis on the area and timing improve-
ments of hardware pipelining to propose a completely new and considerably
improved design for the RC4 implementation.
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8.2 Architecture for Design 2

Recall the design based on the hardware pipeline approach (Pipelined-A) as
shown in Figure 7.9, and also the main idea of Chapter 7 (Design 1) where a
completely new approach to RC4 hardware design gave rise to a one-byte-per-
clock architecture based on the technique of loop unrolling. In case of hardware
pipeline, we used the idea of pipeline registers to control the read-after-write
sequence during S-box swaps, and that resulted in a natural two stage pipeline
model for RC4 PRGA. In case of loop unrolling, this idea of pipeline registers
was not used at all, but the same throughput was obtained by merging two
consecutive rounds of RC4 PRGA. Two obvious questions in this direction are:

1. Can these two techniques be combined?

2. Will that provide any better result at all?

This is the main motivation driving the implementation of the next design,
which answers both the aforesaid questions in affirmative.

Fusing two design paradigms

We fused the idea of 2-stage hardware pipeline with that of loop unrolling to
generate an RC4 circuit with maximum throughput to date. This is obtained
for the case with 2-stage PRGA pipeline and KSA circuit with double iterations
per cycle in each case. In this case, 128 cycles for S-box preparation is needed
at the KSA stage, and then onwards after a gap of one cycle, 2 bytes per cycle
are generated for encryption purposes. This shows significant improvements
over the previously published RC4 implementations in literature.

8.2.1 Designing the pipeline structure

For an intuitive pipeline architecture and timing analysis of this new design,
one needs to recall the pipeline structures of the individual designs based on
loop unrolling and hardware pipelining. Notice that the loop unrolling ap-
proach of Design 1 used a 3-stage pipeline, as in Figure 7.7:

1. Increment of indices i and j
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2. Swap operation in the S-register

3. Read output byte Z from S-register

Alternatively, the hardware pipeline idea of Pipelined-A, as in Figure 7.9,
achieved the same using a 2-stage pipeline:

1. Increment of i, j, and Swap in the S-register

2. Read output byte Z from S-register

In the design for 2 bytes per clock cycle throughput, we propose a fusion of the
two ideas, to generate a 2-stage pipeline architecture, as shown in Figure 8.1.

i1 = i0 + 1; 
j1 = j0 + S0[i1]; 
i2 = i1 + 1; 
j2 = j1 + S1[i2]; 
Swap S0[i1], S0[j1]; 
Swap S1[i2], S1[j2]; 

Z1 = S1[S1[i1] + S1[j1]] 
Z2 = S2[S2[i2] + S2[j2]] 

i3 = i2 + 1; 
j3 = j2 + S2[i3]; 
i4 = i3 + 1; 
j4 = j3 + S3[i4]; 
Swap S2[i3], S2[j3]; 
Swap S3[i4], S3[j4]; 

Cycle 1 

Cycle 2 

Cycle 3 

Stage 1 Stage 2 

Z3 = S3[S3[i3] + S3[j3]] 
Z4 = S4[S4[i4] + S4[j4]] 

Figure 8.1: Pipeline structure for Design 2.

The double swap operation starts at Stage 1 in this case, and takes the help
of pipeline registers to maintain the read-after-write ordering during the swap
operations. This part of the operation is same as in the hardware pipelined
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approach for one-byte-per-clock design (Pipelined-A/B/C). The Z values are
read from the S-registers after the completion of the double-swap, and using
the loop unrolling logic from the first one-byte-per-clock design. That is, two
consecutive values of the output byte Z are read from the same state S by using
some suitable combinational logic. Similarly, the increment of two consecutive
i and j values are done simultaneously using the combinational logic of the
original one-byte-per-clock design.

This design obviously provides 2 output bytes per clock cycle, after an
initial lag of 1 cycle, as is evident from Figure 8.1. Thus for the generation of
2N keystream bytes in RC4 PRGA, the circuit has to operate for just N + 1
clock cycles, thereby producing an asymptotic throughput of 2 bytes-per-clock.
In KSA, we simply omit Stage 2 of the pipeline structure, and obtain a speed
of 2 KSA rounds per clock cycle. Thus, KSA is completed within 128 cycles
in this design. In Section 8.4, we will discuss about the issues with further
pipelining to obtain better throughput using a similar architecture.

8.2.2 Designing the storage access

Since the PRGA and KSA will not run in parallel, we shared the read and write
ports of S-box andK-box between PRGA and KSA. From KSA, 2 read accesses
to K-box are required as two loops are merged per cycle. Further, 4 read and
4 write accesses to S-box are needed for the double swap operation. From
PRGA, 6 read accesses to S-box and 4 write accesses to S-box are required.
The 2 read accesses correspond to simultaneous generation of two Z values at
the last stage of PRGA, while the 4 read and 4 write accesses correspond to
the double swap operation. While sharing the mutually exclusive accesses, all
the accesses from KSA can be merged amongst the PRGA accesses. Therefore,
the total number of read ports to K-box is 2, the total number of read ports to
S-box is 6 and the total number of write ports to S-box is 4. This port-sharing
logic is as in Figure 8.2.

The port sharing logic reduces the multiplexer area significantly. It should
be noted that the multiplexer logic to the register banks claims the major share
of area. The port sharing logic, as shown in Figure 8.2, reduces a major share
of this combinational area in our design. In Figure 8.3, we illustrate the circuit
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S-‐box	  K-‐box	  

KSA	   PRGA	  

2 read port 

4 read, 4 write port 6 read, 4 write port 

port	  sharing	  logic	  

6 read, 4 write port 

Figure 8.2: Read-write access sharing of KSA and PRGA.

structure for the port sharing logic that operates with the S-box during KSA
and PRGA. Note that K-box accesses are only made by KSA, and there is no
question of port sharing in that context. In Figure 8.3, we illustrate the port
sharing logic, using just 1 read and 1 write port for simplicity.

S-‐box	  

6 read, 4 write 

4 read, 4 write 

6 read, 4 write 

en_read_1 

en_read_2 

addr_read_1 

data_read_1 
data_read_2 

addr_read_2 

en_write_1 

en_write_2 

addr_write_1 

addr_write_2 

data_write_1 

data_write_2 

Figure 8.3: Port-sharing of KSA and PRGA for S-box access.

The main storage for the RC4 hardware, as before, is centered around the
S-register array and the K-register array. The S-register box comprises of 8
bit registers made of edge-triggered master-slave flip-flops, with a total of 256
such registers to maintain the RC4 states.

To accommodate the read and write accesses to the S-box, we use write-
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access decoders and read-access decoders which in turn control 256-to-1 mul-
tiplexer units associated to each location of the state array. The K-register
box, that holds the RC4 key, is also designed in a similar fashion, but with the
exception that no write accesses are required for the K-registers.

8.2.3 Structure of PRGA and KSA circuits

The schematic diagrams for PRGA and KSA circuits in the proposed design
are shown in Figure 8.4 and Figure 8.5 respectively.

counter	  
(2-‐step)	  

jn	  

S-‐box	  

1 

in 

in+1 

S[in] 

adder	   jn_local 

comparator	  

S[in+1] 
mux	  

adder	  

jn+1_local 

S[jn_local] 
S[jn+1_local] 

adder	  

adder	  

zn_addr	  

zn+1_addr	  

S-‐box	  access	  for	  	  
output	  bytes	  

	  	  
Zn	  =	  S[zn_addr]	  

Zn+1	  =	  S[zn+1_addr]	  

Figure 8.4: PRGA circuit structure for Design 2.

The PRGA circuit operates as per the 2-stage pipeline structure, where
the increment of indices take place in the first stage, and so does the double-
swap operation for the S-box. In the same stage, the addresses for the two
consecutive output bytes Zn and Zn+1 are calculated as the swap does not
change the outcomes of the additions S[in] + S[jn] or S[in+1] + S[jn+1]. In the
second stage of the pipeline, the output addresses zn_addr and zn+1_addr are
used to read the appropriate keystream bytes from the updated S-box.

The circuit for KSA operates similarly, but has no pipeline feature as the
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counter	  
(2-‐step)	  

jn	  

S-‐box	  

K-‐box	  

1 

in 

in+1 

S[in] 

K[in] 

adder	   jn_local 

comparator	  

S[in+1] 

mux	  

K[in+1] 

adder	  

jn+1_local 

S[jn_local] 
S[jn+1_local] 

Figure 8.5: KSA circuit structure for Design 2.

operation happens in a single stage. Here, the increment of indices and swap
are done for two consecutive rounds of KSA in a single clock cycle, thereby
producing a speed of 2 rounds-per-cycle.

Based on this schematic diagram for the PRGA and KSA circuits, and the
port sharing logic described earlier, we now attempt the hardware implemen-
tation of our new design – Design 2.

8.2.4 Implementation of Design 2

We have implemented the proposed structure for RC4 stream cipher using
synthesizable VHDL description. The S-register box and K-register box are
implemented as array of master-slave flip-flops, as discussed earlier, and are
synthesized as standard-cell memory architecture.

The VHDL code is synthesized with 130 nm, 90 nm and 65 nm fabrication
technologies using Synopsys Design Compiler in topographical mode. The
synthesis results for Design 2 are presented in Section 8.3.
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8.3 Implementation Results

In this section, we describe our attempts to optimize our designs and obtain the
best throughput in implementation. The gate-level synthesis was carried out
using Synopsys Design Compiler Version D-2010.03-SP4, using topographical
mode for 130 nm, 90 nm and 65 nm target technology libraries. The area
results are reported using equivalent two-input NAND gates.

8.3.1 Hardware performance of our designs

Implementation in 90 nm technology

We experimented with the synthesis of designs in the following order:

1 byte-per-clock design using loop unrolling (Design 1)
1 byte-per-clock by hardware pipelining (Pipelined-A)
1 byte-per-clock by hardware pipelining (Pipelined-B)
1 byte-per-clock by hardware pipelining (Pipelined-C)
2 bytes-per-clock design combining the two (Design 2)

In order to get the best throughput out of our proposed designs, we performed a
few experiments with varying clock speed. This included running of all synthe-
sis at 90 nm with strict clock period constraints until no further improvement
was possible. The synthesis results are shown in Table 8.1. The clock period in
Pipelined-B is higher than that for Pipelined-A, due to the port sharing logic
that we introduced in Pipelined-B.

Optimizing the critical path for Design 2

After the initial implementations of the designs, we found that the critical path
for Design 2 is through the KSA read access of the S-array, followed by the
additions for updating j values in the first stage of Figure 8.1.

We tried two mechanisms to reduce this critical path. First, we attempted
reduced port sharing, as port sharing puts longer delay in the multiplexers.
Second, we attempted a modified design with 3 pipeline stages; the first stage
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to load the S and K values and put those in pipeline registers, the second
stage to perform the additions for j update, and the last one for the swap in
KSA. This not only made the design 3-stage pipelined instead of 2-stages, but
also required additional bypass logic, which did not help reduce the critical
path. So, we finally kept the 2-stage pipeline as in Figure 8.1, and avoided
some port sharing along the critical path. This shifted the critical path to
the S-box write access from KSA. By removing the port sharing, the clock
frequency could be improved even further.

Currently, the critical path is in the S-box read access from PRGA. That
could also be improved by removing some port sharing, but only by causing a
heavy increase in area. Therefore, we chose to avoid it.

Implementation in 65 nm technology

We used the same designs which yielded best clock frequencies in 90 nm, and
mainly focused at the following three designs:

1 byte-per-clock design using loop unrolling (Design 1)
1 byte-per-clock design by hardware pipelining (Pipelined-C)
2 bytes-per-clock design combining the two (Design 2)

The synthesis results provide us the best throughput for these three designs,
obtained by using strict clock period constraints during the implementation.
We pushed the clock period until no further improvement could be made, that
is until the point that it could generate a valid gate-level netlist. The synthesis
results are presented in Table 8.1.

Implementation in 130 nm technology

In order to benchmark against comparable technology libraries, we have syn-
thesized using 130 nm fabrication technology since, several stream ciphers from
eSTREAM project [40] have reported their performance in 130 nm and 250
nm technologies [59, 61]. We used the same designs which yielded best clock
frequencies in 65 nm and 90 nm design, and have just implemented our best
proposal – Design 2. The synthesis results are presented in Table 8.1.
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Best throughput for Design 1 and Design 2

To summarize, the optimized synthesis offers us the best throughput (in giga-
bits per second) for hardware implementation of RC4 cipher to date.

Design 1 (one-byte-per-clock):

9.76 Gbps in 90 nm technology
14.8 Gbps in 65 nm technology

Design 2 (two-bytes-per-clock):

10 Gbps in 130 nm technology
21.92 Gbps in 90 nm technology
30.72 Gbps in 65 nm technology

8.3.2 Comparison with existing designs

We compare our proposed designs Design 1 (from Chapter 7) and Design 2
(from Chapter 8) with the ones that existed for RC4 hardware to date. We only
consider the existing designs [79, 105, 106] that are focused towards improved
throughput, and not any other hardware considerations.

Comparison of throughput

In Chapter 7, we have already seen the main RC4 designs proposed in the
literature: 3 cycles-per-byte designs of [79] and [106] and 1 cycle-per-byte
design of [105]. Chapter 7 presents our 1 byte-per-cycle architecture Design
1, and in Chapter 8 we propose the first 2 bytes-per-cycle RC4 architecture
Design 2.

Design 2 requires 257 cycles to complete KSA and generates 2 bytes-per-
cycle in PRGA, with an initial lag of 2 cycles. Thus, Design 2 produces N
keystream bytes in approximately 257+(N/2+2) = N/2+259 clock cycles. For
large N , this is twice in comparison with Design 1 and the hardware proposed
in [105]. Detailed comparison of throughput is presented in Table 8.2.
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Comparison of area

As discussed earlier in Chapter 7, a precise comparison of area requirements
with [79] could not be made due to mismatch in implementation platforms,
and [106] does not specify any area figures at all. However, [106] uses two
256-byte dual-port RAM blocks for the storage, and for the purpose of com-
parison we synthesized the RAM using 65 nm technology. This resulted in
approximately 11.3 KGates of storage area (without considering the associ-
ated circuitry), which is comparable to the total sequential area (approxi-
mately 13.5-14.0 KGates for Design 1 and Design 2 in 65 nm technology, as
shown in Table 8.1) of our designs with register-based storage. Fair comparison
with [105] could not be done due to lack of relevant area figures.

8.3.3 Comparison with other stream ciphers

To put our results in perspective, we surveyed the throughputs of a few popular
hardware stream ciphers. The current eSTREAM portfolio of hardware stream
ciphers contain three ciphers: Grain_v1, MICKEY_v2 and Trivium. Accord-
ing to a hardware performance evaluation of the ciphers (as in [59] and [61]),
these ciphers achieve the following throughputs, with maximum possible opti-
mization and parallelization.

• Grain128: 14.48 Gbps (130 nm), 4.475 Gbps (250 nm)

• MICKEY: 0.413 Gbps (130 nm), 0.287 Gbps (250 nm)

• Trivium: 22.3 Gbps (130 nm), 18.568 Gbps (250 nm)

In the data above, the current version Grain128_v1 is tested on 130 nm tech-
nology, whereas the result for 250 nm technology is with Grain128_v0, as
in [61].

One may observe that in context of the eSTREAM hardware stream ci-
phers, the optimized implementation of RC4 that we provide fares quite well
in terms of throughput (10 Gbps), although RC4 is never claimed to be a
hardware cipher. It should also be noted that the area requirements for the
proposed RC4 designs (50-60 KGates for Designs 1 and 2) are fairly high com-
pared to those in case of the aforementioned eSTREAM ciphers, as evaluated
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in [59] (3.2 KGates for Grain128, 5.0 KGates for MICKEY and 4.9 KGates
for Trivium). However, compared to processors or co-processors in embedded
systems, this area is quite reasonable, and is small enough to be integrated in
modern embedded processors.

The optimization is between the efficiency-requirement and the area-
constraint on the user end. If high throughput is required for the time-tested
and widely accepted stream cipher RC4, the user may go for a slightly high-
area implementation as we have proposed in this chapter, and if the area
constraints are stricter, the user may go for the RAM-based implementation
proposed in [46], or prefer the new lightweight stream ciphers over RC4.

The techniques of loop unrolling and hardware pipelining discussed in this
thesis may be adopted in general for any stream cipher based on the paradigm
of extracting pseudorandom words from pseudorandom permutations; namely
VMPC [154], RC4A [122], RC4+ [95,116], RC4(n,m) [114], GGHN [58], Py [19]
and the HC-family of stream ciphers from the eSTREAM project [40].

8.4 Further improvements in throughput

Based on Design 2, the fastest known hardware implementation of RC4 till
date, one may be tempted to push the architecture even further so as to increase
its throughput. We tried to venture in this direction as well, and noticed that
a better throughput can be obtained via one of the two following avenues:

1. Unroll more loops of the algorithm

2. Increase the pipeline depth

First, we shall take a look at issues with further loop unrolling, starting with
the idea of Design 1, as detailed in Chapter 7.

8.4.1 Unrolling three or more loops of RC4

In hardware design, the idea of loop unrolling proves to be most effective when
the parameters involved in each of the loops are independent. In case of KSA or
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PRGA in RC4 stream cipher, we are not quite so lucky. The interdependencies
between consecutive loops of RC4 originate from the following ordering of steps:

Update indices→ Swap S-values→ Output Z

This order has to be obeyed at all circumstances to maintain the correctness
of the PRGA routine in the RC4 stream cipher.

Recall Design 1 (Chapter 7) where we first introduced the concept of loop
unrolling in case of RC4. To implement this idea, we had to take into account
all dependencies between two consecutive loops. As the Swap and Output
stages depend directly upon the indices i and j, we only needed to consider
the interplay between the indices of the two rounds, i.e., i1, i2 and j1, j2. We
had a total of

(
4
2

)
= 6 pairs to deal with, but the equality or inequality of 3

of these (i1, i2; i1, j1; i2, j2) did not matter, as they were either impossible to
occur, or were anyway expected in the RC4 algorithm. So, we had to worry
about the comparison between 3 pairs of indices

(i1, j2) and (i2, j1) and (j1, j2)

in case of S-box swaps as well as the computations for Z1 and Z2. These 3
pairs gave rise to 23 = 8 choices in each case, and that in turn contributed to
the large area for the combinational logic in our architecture.

Now, if we try to unroll another loop of RC4, i.e., three consecutive rounds
of the cipher at a time, we will have to deal with 6 indices i1, i2, i3 and j1, j2, j3.
There are

(
6
2

)
= 15 pairs, out of which we will have to consider 9 pairs for

comparison:
(i1, j2), (i1, j3), (i2, j1), (i2, j3), (i3, j1), (i3, j2)

and (j1, j2), (j2, j3), (j1, j3)

These pairs will give rise to 29 = 512 choices of S-box swaps and output
computation, and will require combinational logic to take care of the choices.

In the hardware implementation of Design 1 and Design 2, one may ob-
serve that the combinational area already figures quite high. With three loops
unrolled, it will be impossible to manage as the logic requirement grows expo-
nentially (8 choices for 2 loops to 512 choices for 3 loops). Hence, the idea of
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further loop unrolling in RC4 does not seem feasible in practice.

8.4.2 Increasing depth of the pipeline

In this case, the motivation was to check if deeper hardware pipelining can
further improve the throughput for our RC4 architecture. During our experi-
ments with the design, we observed that the critical path in the architecture
is due to S-box access, which cannot be improved by whatever deep pipelining
one may design. The only way to reduce the critical path in S-box access logic
is to explore either of the following choices.

Hand-optimizing the multiplexer logic, or
Partitioned S-box to reduce multiplexing logic

The first option is hard to perform from the RTL and the multiplexer logic is
anyway highly optimized by the synthesis tools. One may however investigate
the second option further, but most likely such a structure will require pre-
dictable access pattern for different partitions of the S-box. This ‘predictable
access pattern’ might lead to undesirable compromise of cryptographic security.

In summary, we have considered all intuitive avenues to further increase the
throughput of the RC4 hardware, but have realized that accomplishing the task
with loop unrolling and increased pipeline depth may be highly improbable.
Hence, we end the quest for solving Problem 2b with our best (2 bytes-per-
cycle) architecture Design 2, proposed in [129] and discussed in Chapter 8.
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Chapter 9
Conclusion and Open Problems

In this chapter, we conclude the thesis. We studied the analysis of RC4 stream
cipher in Chapters 3, 4 and 5, and implementation of RC4 in Chapters 7 and 8.

Section 9.1 revisits the individual chapters to summarize the thesis. We
mention the existing results, specific research problems, and our results pre-
sented in each chapter. In Section 9.2, we present a consolidated account of
our contributions in this thesis. The conclusion ends in Section 9.3 with an
account of the future scope for research and open problems.

9.1 Summary of the thesis

This thesis constitutes of two parts, discussing the analysis and implementation
of RC4 stream cipher. Chapter 1 presented the basic structure of stream
ciphers, details of our target cipher RC4, and our motivation to consider the
research problems for this thesis. Chapter 2 acted as an introduction to Part
I of this thesis, and presented a comprehensive overview of RC4 cryptanalysis
to date. Chapter 6 played the same role for Part II, and presented the details
of current state-of-the-art in hardware implementation of RC4.

The original technical content of this thesis spanned over Chapters 3, 4, 5, 7
and 8, and dealt with ten problems in total: Problems 1a–1h in Part I and
Problems 2a–2b in Part II. The individual problems, their respective motiva-
tion, and our results on each of them are summarized as follows.
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Chapter 9: Conclusion and Open Problems

9.1.1 Chapter 3 – RC4 biases based on keylength

This chapter dealt with two problems: Problem 1a and Problem 1b.

Problem 1a – Keylength and extended keylength dependent biases

Some of the empirical biases observed by Sepehrdad, Vaudenay and
Vuagnoux [136] seem to be related to the length of the secret key used
in RC4. If this is the case, is it possible to identify and prove such
general relations between the keylength to the keystream biases?

Our motivation arose from the bias Pr(S16[j16] = 0 | Z16 = −16) ≈ 0.038488
observed by Sepehrdad, Vaudenay and Vuagnoux [136]. A related KSA version
of this bias (of the same order) was reported in [134, Section 6.1] for the event
(SK17[16] = 0 | Z16 = −16), but neither was proved in the literature.

Keylength dependent conditional biases: While exploring these conditional bi-
ases in RC4 PRGA, we ran extensive experiments with N = 256 and keylength
5 ≤ l ≤ 32. We observed that the biases correspond to the keylength l:

Pr (Sl[jl] = 0 | Zl = −l) ≈ η
(1A)
l /256,

Pr
(
SKl+1[l] = 0 | Zl = −l

)
≈ η

(1B)
l /256,

where each of η(1A)
l and η(1B)

l decreases from 12 to 7 (approx.) as l increases
from 5 to 32. We proved both the results in Chapter 3. We also observed and
proved a family of new conditional biases in this direction:

Pr (Zl = −l | Sl[jl] = 0) ≈ η
(2)
l /256,

Pr (Sl[l] = −l | Sl[jl] = 0) ≈ η
(3)
l /256,

Pr (tl = −l | Sl[jl] = 0) ≈ η
(4)
l /256,

Pr (Sl[jl] = 0 | tl = −l) ≈ η
(5)
l /256,

where η(2)
l decreases from 12 to 7 (approx.), each of η(3)

l and η(4)
l decreases from

34 to 22 (approx.), and η(5)
l decreases from 30 to 20 (approx.) as l increases

from 5 to 32. Proofs of all these new biases are also presented in Chapter 3.
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Keylength dependent bias in keystream: One of the main results in Chapter 3
was to find a keylength dependent bias in the following event in RC4 keystream:

(Zl = −l) for 5 ≤ l ≤ 32.

We proved that the estimate of Pr(Zl = −l) is always greater than 1/N +
1/N2 ≈ 0.003922 for N = 256 and 5 ≤ l ≤ 32. In Figure 9.1 (same
as Figure 3.2), we plot the theoretical as well as the experimental values of
Pr(Zl = −l) against l for 5 ≤ l ≤ 32 (experiments with 1 billion trials).

Figure 9.1: Keylength dependent bias in (Zl = −l) for 5 ≤ l ≤ 32.

Extended keylength dependent bias in keystream: Isobe, Ohigashi, Watanabe
and Morii [70] observed that similar biases also exist in the class of events
(Zxl = −xl) for positive integer x = 1, . . . , bN/lc. In an attempt to prove
these biases, they explored certain paths, but could not prove all of them.
Hence in [70], the authors substituted experimental values to compute what
they referred to as semi-theoretical values.

We observed that instead of following the approach of [70], if one follows
the approach proposed by us in [132], then the theoretical derivations of the
extended keylength dependent biases become much simpler. In Chapter 3,
we generalized all the keylength dependent biases of [132] for any keylength
3 ≤ l ≤ N − 1 and any integer x = 1, 2, . . . , bN

l
c, and thereby completed

the proof of extended keylength biases that was left open in [70]. In fact, the
keylength dependent bias of [132] becomes a special case (for x = 1) of our
general proof of extended keylength dependent biases.
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In Figure 9.2 (same as Figure 3.3), we compare the experimental values
of (Zxl = −xl), obtained from the data of [5, 14], with our theoretical values
derived in Chapter 3, for keylength l = 16 and x = 1, 2, . . . , 15. We have
obtained similar results for other practical keylengths (5 ≤ l ≤ 32) as well.

Figure 9.2: Bias in (Zxl = −xl) for l = 16 and x = 1, 2, . . . , 15.

The data-point x = 2 produced certain mismatch between the theoretical
estimates and the experimental observations for l = 8, 12, as in Figures 3.4
and 3.5. We leave these as minor open problems for potential future work.

Problem 1b – Keylength dependent bias in Z1 and anomalies

Investigate the negative bias of Z1 towards 129 (N = 256),
as observed by AlFardan, Bernstein, Paterson, Poettering and
Schuldt [5], and identify its keylength dependence characteristics.

We attempted to solve the negative bias in the event (Z1 = 129), which was
observed by AlFardan, Bernstein, Paterson, Poettering and Schuldt [5, 14],
but neither by Mironov [112] nor in our earlier work [132]1. Our experiments
showed that the negative bias of (Z1 = 129) is prominent only for keylength l

1The graphical representation of the complete probability distribution of Z1 presented
in [132, Fig.9] had a typographic error stating that the experimental values are ‘with 16 byte
keys’, whereas the experimental values were actually recorded for full-length 256 byte secret
keys. This is why the curve for Z1 in [132] missed the prominent, but keylength dependent,
bias in (Z1 = 129). We correct the typographic error in Figure 5.2 of Chapter 5.
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equal to non-trivial factors of 256, that is, for l = 2, 4, 8, 16, 32, 64, 128. This
behavior is depicted in Figure 9.3 (same as Figure 3.10).

Figure 9.3: Bias in the event (Z1 = 129) for keylength 1 ≤ l ≤ 256.

We observed that the keylength dependence pattern of (Z1 = 129) is amaz-
ingly similar to the keylength dependence of Pr(S0[128] = 127), an anomaly
observed by Mantin [100] and Paul [116], but not proved in the literature. We
tried to relate the bias in (Z1 = 129) with the long-standing open ‘anomaly’ in
(S0[128] = 127), and could finally prove the anomaly in Chapter 3. We could
not settle the proof of the bias in (Z1 = 129), and leave it as an open problem.

9.1.2 Chapter 4 – RC4 biases involving state variables

This chapter dealt with two problems: Problem 1c and Problem 1d.

Problem 1c – Identification and proof of significant biases

Prove all known significant biases of RC4 involving the state vari-
ables, as empirically observed in [136]. In addition, is it possible
to identify and prove other interesting biases of similar nature?

We investigated the significant empirical biases discovered and reported by
Sepehrdad, Vaudenay and Vuagnoux [136], and provided theoretical justifica-
tion for all biases involving the state variables, of the approximate order of 2/N
or more. The proofs are presented in Chapter 4 under the following categories.
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Biases at specific initial rounds: We proved the following results.

Pr(j1 + S1[i1] = 2) = Pr(S0[1] = 1) +
∑
X 6=1

Pr(S0[X] = 2−X ∧ S0[1] = X),

Pr(j2 + S2[j2] = 6) ≈ Pr(S0[1] = 2) +
∑

X even, X 6=2
(2/N) · Pr(S0[1] = X),

Pr(j2 + S2[j2] = S2[i2]) ≈ 2/N − 1/N2,

Pr(j2 + S2[j2] = S2[i2] + Z2) ≈ 2/N − 1/N2.

Round-independent biases at initial rounds: We proved the following results
for any round r ≥ 1 of RC4 PRGA.

Pr(jr + Sr[jr] = ir + Sr[ir]) ≈ 2/N,

Pr(jr + Sr[ir] = ir + Sr[jr]) ≈ 2/N.

Round-dependent biases at all initial rounds: We proved the r-dependent biases
in the following events for all initial rounds 3 ≤ r ≤ N − 1.

Pr(Sr[jr] = ir) ≈ Pr(S1[r] = r)
(

1− 1
N

)r−2

+
r−1∑
t=2

r−t∑
w=0

Pr(S1[t] = r)
w! ·N

(
r − t− 1

N

)w (
1− 1

N

)r−3−w
,

Pr(Sr[ir] = jr) ≈ Pr(Sr[tr] = tr)

≈ r

N2 +
N−1∑
X=r

1
N

(
Pr(S1[X] = X)

(
1− 1

N

)r−2

+
r−1∑
u=2

r−u∑
w=0

Pr(S1[u] = r)
w! ·N

(
r − u− 1

N

)w (
1− 1

N

)r−3−w)
.

The above biases were tagged by specific labels in [136], as summarized in
Table 9.1 (similar to Table 4.1). In Chapter 4, we proved all these biases.

Problem 1d – Characterization of non-randomness in index j

It seems that the index j exhibits certain non-random behavior in
the initial rounds of RC4 PRGA. Is it possible to completely char-
acterize the (non-)randomness of index j throughout RC4 PRGA?



195 9.1 Summary of the thesis

Table 9.1: Significant biases observed in [136] and proved in Chapter 4.

Type of Bias Label as in [136] Biases proved in Chapter 4
“New_004” j2 + S2[j2] = S2[i2] + Z2

Specific “New_noz_007” j2 + S2[j2] = 6
Initial Rounds “New_noz_009” j2 + S2[j2] = S2[i2]

“New_noz_014” j1 + S1[i1] = 2
All Rounds “New_noz_001” jr + Sr[ir] = ir + Sr[jr]
(r-independent) “New_noz_002” jr + Sr[jr] = ir + Sr[ir]
All Initial “New_000” Sr[tr] = tr

Rounds “New_noz_004” Sr[ir] = jr

(r-dependent) “New_noz_006” Sr[jr] = ir

Index j depends on the values of i and S[i] simultaneously, and the pseudoran-
domness of the permutation S causes the pseudorandomness in j. However, we
know that the initial PRGA states S0 and S1 of RC4 show certain non-random
behavior, as discussed earlier by Mantin [100], as well as by us [132]. This
motivated us to analyze the non-randomness of j.

In Chapter 4, we identified and proved the following non-random charac-
teristics of index j, especially prominent in the initial rounds of RC4 PRGA.

Pr(j1 = v) =



1
N
, if v = 0;

1
N

(
N−1
N

+ 1
N

(
N−1
N

)N−2
)
, if v = 1;

1
N

((
N−1
N

)N−2
+
(
N−1
N

)v)
, if v > 1.

Pr(j2 = v) =


Pr(S0[1] = 2)

+∑
w 6=2 Pr(S0[1] = w ∧ S0[2] = v − w), if v = 4;∑

w 6=2 Pr(S0[1] = w ∧ S0[2] = v − w), if v 6= 4.

We did not explicitly analyze or provide closed form expressions of jr for r ≥
3 as our experiments clearly showed that jr becomes closer to random as r
increases beyond 2. This is depicted in Figure 9.4 (same as Figure 4.3).
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Figure 9.4: Probability distribution of jr for 1 ≤ r ≤ 3.

Glimpse into the state from the keystream

In connection with the state biases and the non-randomness of j proved in
Chapter 4, we further investigated for relations between the state variables of
RC4 to its keystream bytes. These type of relations are termed as ‘glimpse’
correlations, as they provide the facility for identifying a state variable using
some keystream bytes with probability more than that of random guessing. In
Chapter 4, we identified and proves the following glimpse correlations.

Short-term glimpse: We exploited the significant bias in (j2 = 4) to prove the
following correlation between the state byte S2[2] and the keystream byte Z2.

Pr (S2[2] = 4− Z2) ≈ 1
N

+ 4/3
N2 .

Long-term glimpse: In 1996, Jenkins [75] pointed out that the RC4 keystream
provides a long-term glimpse of the RC4 state, based on the biased relation
Pr(Sr[jr] = ir−Zr) = Pr(Sr[ir] = jr−Zr) ≈ 2/N . While exploring for further
long-term glimpse in RC4, we identified the proved the following result.

Pr(Sr[r + 1] = N − 1 | Zr+1 = Zr ∧ Zr+1 = r + 2) ≈ 3
N
.

Note that no other long-term glimpse bias of magnitude more than 2/N has
been reported in the literature since Jenkins [75].
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9.1.3 Chapter 5 – RC4 biases in keystream bytes

This chapter dealt with four problems: Problems 1e–1h.

Problem 1e – Justification of the sinusoidal distribution of Z1

Theoretically justify the sinusoidal probability distribution of Z1 and
its negative bias towards zero, as observed by Mironov [112].

In Chapter 5, we proved the complete sinusoidal distribution of the first
keystream byte Z1, observed by Mironov [112]. We got the following result.

Complete distribution of the first keystream byte Z1:

Pr(Z1 = v) = Qv +
∑
X∈Lv

∑
Y ∈Tv,X

Pr(S0[1] = X ∧ S0[X] = Y ∧ S0[X + Y ] = v),

with Qv =



Pr(S0[1] = 1 ∧ S0[2] = 0), if v = 0;

Pr(S0[1] = 0 ∧ S0[0] = 1), if v = 1;

Pr(S0[1] = 1 ∧ S0[2] = v)

+ Pr(S0[1] = v ∧ S0[v] = 0)

+ Pr(S0[1] = 1− v ∧ S0[1− v] = v), otherwise,

where v ∈ {0, . . . , N − 1}, Lv = {0, 1, . . . , N − 1} \ {1, v} and Tv,X =
{0, 1, . . . , N − 1} \ {0, X, 1−X, v}, and the probabilities involving S0 are cal-
culated based on the results of Mantin [100].

The above result on the complete distribution of Z1 produced a theoretical
curve that closely matched the observed sinusoidal pattern of the first byte for
a full-length (l = 256) secret key. The theoretical and experimental results
(for l = 256) are shown in Figure 9.5 (same as Figure 5.2).

Our analysis of the complete distribution of Z1 also proved its negative bias
towards zero, Pr(Z1 = 0) ≈ 1/N − 1/N2, observed by Mironov [112] in 2002.
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Figure 9.5: The probability distribution of the first output byte Z1.

Problem 1f – Identification and proof of zero bias in initial bytes

Identify all significant biases towards zero in the initial bytes of
RC4 keystream (Z3 to Z255), and prove all subsequent results.

In 2001, Mantin and Shamir [103] proved the famous 2/N bias towards the
value 0 for the second byte of RC4 keystream, and also claimed that Pr(Zr =
0) = 1

N
at PRGA rounds 3 ≤ r ≤ 255. In Chapter 5, contrary to this claim,

we showed (in Theorem 5.5) that Pr(Zr = 0) > 1
N

for all rounds r from 3 to
255. In fact, we explicitly proved that in PRGA rounds 3 ≤ r ≤ N − 1,

Pr(Zr = 0) ≈ 1
N

+ cr
N2 ,

where cr =



N
N−1 (N · Pr(Sr−1[r] = r)− 1)− N−2

N−1 , for r = 3;

N
N−1 (N · Pr(Sr−1[r] = r)− 1) , otherwise.

This result produced a theoretical distribution of (Zr = 0) as shown in Fig-
ure 9.6 (same as Figure 5.4), which closely matched the experimentally ob-
served values of Pr(Zr = 0) for N = 256 and 3 ≤ r ≤ 255.

We further used the biases in bytes Z3 to Z255 to extract information about
the state array Sr−1 using the RC4 keystream byte Zr. This was done by
exploiting the conditional probability Pr(Sr−1[r] = r | Zr = 0) for 3 ≤ r ≤ 255.
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Figure 9.6: Pr(Zr = 0) versus r during RC4 PRGA (3 ≤ r ≤ 255).

Problem 1g – Proof of significant empirical short-term biases

Prove all significant biases in initial bytes of RC4 keystream, iden-
tified by AlFardan, Bernstein, Paterson, Poettering and Schuldt [5].

Recently there have been two independent attempts at identifying all signifi-
cant biases in the initial keystream bytes of RC4; one by AlFardan, Bernstein,
Paterson, Poettering and Schuldt [5], targeted towards attacking TLS protocol,
and the other by Isobe, Ohigashi, Watanabe and Morii [70], targeted towards
a generalized broadcast attack on RC4. The major one is [5], which produced
an extensive list of around 65536 single-byte biases [14] in the initial keystream
of RC4, out of which around 256 were reported in [70], and one in [127].

In Chapter 5, we considered only the significant biases from the list of [5],
with a deviation of around O(1/N2) from the probability 1/N of random occur-
rence. We proved all open (hitherto unproved in literature) isolated short-term
biases from this list, as summarized in Table 9.2 (same as Table 5.1).

Problem 1h – Identification and proof of long-term biases

Experimentally discover and prove biases in RC4 keystream which
remain effective even after discarding the initial bytes.

It is a common practice to discard a few hundred initial bytes of the keystream
to avoid the aforesaid biases; thus motivating the search for long-term biases
that are present even after discarding an arbitrary number of initial bytes.
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Table 9.2: Proved short-term single-byte keystream biases of RC4.

Biased event Discovered Proof (Chapter 5) Experiment [5,14,70]
Z2 = 129 [5, 127] 1/N − 2/N2 1/N − 1.82/N2

Z2 = 172 [5] 1/N + 0.28/N2 1/N + 0.2/N2

Z4 = 2 [5] 1/N + 1/N2 1/N + 0.8/N2

Z256 = 0 [5, 70] 1/N − 0.36/N2 1/N − 0.38/N2

Z257 = 0 [70] 1/N + 0.36/N2 1/N + 0.35/N2

In Chapter 5, we proved that the event (ZwN+2 = 0 ∧ ZwN = 0) is
positively biased for all w ≥ 1. In fact, we proved that for any integer w ≥ 1,
if we assume that the permutation SwN is truly random, then

Pr(ZwN+2 = 0 ∧ ZwN = 0) ≈ 1/N2 + 1/N3.

After the first long-term bias observed by Golic [52] in 1997, this is the only
one that involves non-consecutive bytes of RC4 keystream. Golic [52] proved a
strong bitwise (only least significant bit) correlation between ZwN and ZwN+2,
while we proved a byte-wise correlation.

9.1.4 Chapter 7 – One byte per clock RC4 hardware

This chapter dealt with Problem 2a.

Problem 2a – hardware design matching existing best throughput

Is it possible to provide a simpler alternative to the best existing
designs for RC4 hardware that would yield the same throughput?

Throughput of an RC4 circuit can be measured in terms of the average number
of cycles required to produce one keystream byte as output. In 2003, a 3
cycles-per-byte implementation of RC4 on a custom pipelined hardware was
proposed by Kitsos, Kostopoulos, Sklavos and Koufopavlou [79]. In the same
year, a patent by Matthews Jr. [106] was disclosed, which provided a similar
3 cycles-per-byte architecture using multi-port memory units. Another patent
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by Matthews Jr. [105] was disclosed in 2008, which proposed a new design
for RC4 hardware using pipeline architecture to increase the efficiency of the
cipher to obtain a 1 byte-per-cycle throughput. In this direction, we attempted
a simpler hardware design for RC4 that would provide the same throughput.

Design 1: In Chapter 7, we proposed a new design principle – loop unrolling
– which has never been used in RC4 hardware earlier. We unrolled and fused
two rounds of RC4 PRGA into a single step to achieve a throughput of 1 byte-
per-cycle in our design, Design 1, matching the throughput of the best existing
architecture proposed by Matthews Jr. [105].

9.1.5 Chapter 8 – Two bytes per clock RC4 hardware

This chapter dealt with Problem 2b.

Problem 2b – hardware design improving existing best throughput

Is it possible to design a new RC4 hardware that would yield a better
throughput compared to the best existing architecture?

While carefully studying the existing designs based on hardware pipelining,
we noticed that the hardware pipelining approach to obtain 1 byte-per-cycle
in RC4 hardware, as in Matthews Jr. [105], is entirely independent of our loop
unrolling idea. This motivated us to target for an even better architecture.

Design 2: In Chapter 8, we combined the two approaches – loop unrolling and
hardware pipelining – into a single design. On top of an optimized 1 byte-
per-cycle structure based on hardware pipeline, we implemented our earlier
loop unrolling design to get a combined architecture, Design 2, which offered
2 bytes-per-cycle keystream throughput with the same clock frequency.

We implemented our designs on various technology platforms, and the final
hybrid design provided the best throughput compared to any RC4 hardware
implementation to date: 10 Gbps on 130 nm technology, 21.92 Gbps on 90
nm technology, and 30.72 Gbps on 65 nm technology. Table 9.3 (similar to
Table 8.2) summarizes the throughput of both our designs.
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Table 9.3: Throughput of Design 1 and Design 2.

Operations Number of clock cycles required for each operation
Design 1 Design 2

Per KSA round 1 1
Complete KSA 256 + 1 = 257 256 + 1 = 257
N bytes of PRGA N + 2 N/2 + 2
N bytes of RC4 257 + (N + 2) = N + 259 257 + (N/2 + 2) = N/2 + 259
Cycles per byte 1 + 259

N 1/2 + 259
N

9.2 Contribution of our work

In this section, we outline the major contributions of our work included in this
thesis by placing them on a time-line, in retrospect with the state-of-the-art
literature of RC4 analysis and implementation.

9.2.1 Analysis of RC4 stream cipher

Settling long-standing open problems

We settled a few long-standing open questions in RC4 cryptanalysis:

1. Keylength dependent anomaly: The mysterious observations regarding
‘anomaly pairs’ were made by Mantin [100] back in 2002, and again by
Paul [116] in 2009. The relation between the anomalies and the length
of the secret key of RC4 was only speculated, but not proved in the liter-
ature. We settled this long-standing question by proving the keylength
dependent bias of the anomaly pair (S0[128] = 127) in our paper [128].
The details are presented in Chapter 3 of this thesis.

2. Long-term conditional glimpse: Jenkins [75] was the first to report a
glimpse into RC4 state from the keystream with probability 2/N , and it
has since been the best one that persists in the long-term evolution of the
PRGA. In this direction, we proved a new long-term conditional glimpse
correlation in the event (Sr[r+ 1] = N − 1 | Zr+1 = Zr ∧ Zr+1 = r+ 2),
which has a magnitude of 3/N , the best to date. On a similar note, in
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one of our works [98], we also characterized the non-random behavior
of the index j, identified a hitherto unknown strong bias in (j2 = 4),
and exploited this bias in proving a new glimpse bias depending on the
second keystream byte Z2. The details are presented in Chapter 4.

3. Distribution of Z1: The observation of the sinusoidal distribution of Z1,
and its negative bias towards zero, was made in 2002 by Mironov [112].
We solved it after a decade [132], and the details are in Chapter 5.

4. Bias of initial keystream bytes towards zero: In 2001, Mantin and
Shamir [103] identified a strong bias of Z2 towards zero. However, the
existence of any similar bias in the other initial bytes was not investi-
gated ever since. About a decade later, we extended the observation
of the second-byte bias [103] to all initial bytes Z3 to Z255 in the RC4
keystream [98]. The details are presented in Chapter 5.

5. Long-term bias in non-consecutive keystream bytes: After the first long-
term bias observed by Golic [52] in 1997, we identified and proved the
only long-term bias of RC4 that involves non-consecutive bytes of the
keystream. While Golic [52] proved a strong bitwise correlation between
the least significant bits of ZwN and ZwN+2, we proved a byte-wise cor-
relation between ZwN and ZwN+2 in [132]. The details are in Chapter 5.

Providing theoretical validation for practical attacks

Majority of the recent results in RC4 analysis have targeted experimental iden-
tification of biases and their subsequent application towards practical attacks
on RC4 based protocols like WEP, WPA and TLS. This has given rise to an
array of interesting open problems, some of which were answered by us.

1. Proving biases involved in recent WEP and WPA attacks: In 2010, the
work of Sepehrdad, Vaudenay and Vuagnoux [136] produced several em-
pirical (observed experimentally, but not proved) biases in linear relations
involving RC4 variables within a single round, which were used to mount
practical WEP and WPA attacks. We proved all significant biases of this
kind in [131, 132], to complement and complete the state-of-the-art pic-
ture of practical WEP and WPA attacks. The details are in Chapter 4.
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2. Proving biases involved in recent TLS attacks: Quite recently in 2013, Al-
Fardan, Bernstein, Paterson, Poettering and Schuldt [5,14] ran extensive
experiments to identify about 65536 single-byte biases in the initial RC4
keystream, and have used those to mount an attack on the TLS protocol.
In [128] and Chapter 5, we have proved almost all open short-term single-
byte biases that have been exploited in this recent TLS attack [5,14], to
provide due theoretical justification towards the observations.

Initiating a new direction of RC4 analysis

The most important contribution of our results obtained during the course of
this thesis is to initiate a completely new direction of research in RC4 crypt-
analysis – keylength dependent biases. The details are presented in Chapter 3.

1. Discovery of keylength dependent biases: While proving an empirical bias
in the event (S16[j16] = 0 | Z16 = −16), observed by Sepehrdad, Vaude-
nay and Vuagnoux [136], we found the bias dependent on the length of
the secret key l. We identified the general pattern (Sl[jl] = 0 | Zl = −l)
as well as several other similar conditional biases. These in turn led to
the discovery of the first keylength dependent keystream bias of RC4, in
the event (Zl = −l), for every practical keylength 5 ≤ l ≤ 32.

2. Proof of extended keylength dependent biases: After our discovery of
keylength dependent biases, a recent work of Isobe, Ohigashi, Watan-
abe and Morii [70] identified the extended version of the same in 2013.
The extended keylength dependent biases, present in (Zxl = −xl) for
5 ≤ l ≤ 32 and 1 ≤ x ≤ bN/lc, were conclusively proved by us in [128].

3. Discovery of keylength dependence in Z1 bias: In 2013, AlFardan, Bern-
stein, Paterson, Poettering and Schuldt [5, 14] observed a negative bias
in (Z1 = 129), which seemed to be prominent for 16-byte secret keys, but
not for full 256-byte keys. We discovered [128] the keylength dependent
pattern of this bias, and found that the bias is present only when the
keylength l is a non-trivial divisor of N = 256, i.e., when l = 2, 4, . . . , 128.

Table 9.4 depicts the impact of our work in retrospect of the current literature.
The shaded rows in the table indicate our results discussed in this thesis.
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Table 9.4: Contributions of the thesis with respect to the time-line of related results
in the literature of RC4 cryptanalysis.

Year Result in RC4 cryptanalysis Ref.

Earlier results in RC4 analysis that motivate our work in this thesis.
1996 Discovery of glimpse correlations [75]
1997 Long-term bitwise correlation in non-consecutive bytes [52]
2001 Proof of bias in (Z2 = 0) [103]
2002 Observation of sinusoidal distribution of Z1 [112]
2002 Observation of ‘anomaly’ in initial state S0 [100]

Contemporary results in RC4 analysis including our work in this thesis.
2009 Discussion on ‘anomaly pairs’ in state S0 [116]
2010 Empirical biases discovered for WEP and WPA attacks [136]
2011 Proof of biases in (Zr = 0) for 3 ≤ r ≤ 255 [98]
2011 Non-randomness in j and related glimpse [98]
2011 Practical attacks on WEP and WPA [137]
2011 Proof of biases related to WEP and WPA attacks [131]
2011 Discovery and proof of keylength dependent biases [131]
2012 Revised and improved attacks on WEP and WPA [134]
2012 Proof of sinusoidal distribution of Z1 [132]
2012 Long-term correlation in non-consecutive bytes [132]
2013 Proof of some short-term single-byte biases [127]
2013 Observation of extended keylength dependent biases [70]
2013 Further improvements in practical attacks on WEP [135]
2013 Empirical biases discovered for TLS attack [5, 14]
2013 Proof of extended keylength dependent biases [128]
2013 Proof of biases related to TLS attack [128]
2013 Proof of ‘anomaly’ in the event (S0[128] = 127) [128]
2013 Discovery of keylength dependence in (Z1 = 129) [128]
2013 Discovery and proof of new long-term glimpse [99]
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Implications towards practical attacks

The results that we have discovered and/or proved in this thesis are based on
the basic model of RC4 stream cipher. This takes as input a key (typically 16
bytes long), and outputs a keystream of arbitrary length, as per the generic
model of a pseudo-random generator (PRG). However, the three celebrated
protocols using RC4 for encryption, namely WEP, WPA and TLS, use RC4 in
a way that had not been prescribed by the RC4 author.

In all these protocols, RC4 takes as input an IV along with a random key.
In case of WEP, the protocol uses RC4 with a pre-shared key appended to
the IV for self-synchronization. Using the technique of related key attacks on
RC4, this scheme has been broken through passive full-key recovery attacks,
and thus WEP is considered insecure in practice. The goal of WPA was to
resolve all security threats of WEP, by introducing a key fixing function to
feed the RC4 core with different unrelated keys for each packet. In addition
to this, WPA incorporated a packet integrity protection scheme to prevent
replay and alteration of the initialization vector, which is a main tool in active
attacks. TLS however, hashes the IV and the secret key together to produce a
completely random key for RC4 to use. This is the closest model to the original
RC4, and one may practically consider this as RC4 with the probabilistic model
of uniform random keys.

As most of our results on statistical weaknesses of RC4 are based on the
above probabilistic model of uniform random keys, we may consider these bi-
ases to hold in TLS. In fact, the most prominent recent attack [5] on the
protocol exploits quite a few biases proved in this thesis. In case IV is used
in any RC4 protocol, and the base model differs from the uniform random
key setup, some of these results get surprisingly stronger. Recent attacks on
WPA [115, 130] corroborate this fact by identifying stronger statistical weak-
nesses in RC4 keystream resulting due to weak construction of the IV through
the WPA/TKIP key schedule.

In summary, the results on RC4 analysis presented in this thesis provide
significant insight towards systematic investigation for statistical weaknesses
in practical protocols based on RC4.
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9.2.2 Implementation of RC4 stream cipher

Exploiting loop unrolling idea in RC4 hardware

In the literature of RC4 hardware implementation, there are a few high-
throughput designs [79,105,106], all of which rely on efficient hardware pipelin-
ing to increase the performance. For the first time in this literature, we ex-
ploited the concept of ‘loop unrolling’, or combining two rounds of RC4 into
a single-stage operation. The design based on this idea, first proposed in our
paper [133], provides the same throughput as that of the best existing de-
sign [105]. The details are presented in Chapter 7 of this thesis.

Designing high-throughput hybrid hardware for RC4

Through an extensive survey of the RC4 architectures designed using efficient
hardware pipelining, we identified the independence of this approach with re-
spect to our loop unrolling idea. Thus in our paper [129], we proposed a fusion
of the two methods into a single platform. This produced the best through-
put (2 bytes-per-cycle) in the literature of RC4 implementation to date. The
details are presented in Chapter 8 of this thesis.

The time-line in Table 9.5 depicts the major contributions and impact of our
work in retrospect of the earlier literature in RC4 implementation. The shaded
rows in the table indicate our results discussed in this thesis.

Table 9.5: Contributions of the thesis with respect to the time-line of related results
in the literature of RC4 implementation.

Year Result in RC4 implementation Ref.
2003 3 cycles-per-byte design based on custom pipeline [79]
2003 3 cycles-per-byte design based on multi-port memory [106]
2008 1 cycle-per-byte design based on hardware pipelining [105]
2010 1 byte-per-cycle design based on loop unrolling [133]
2013 2 bytes-per-cycle design based on hardware pipelining

combined with loop unrolling in a hybrid model
[129]
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9.3 Open problems in RC4

RC4 stream cipher has always been a delight for analysts and practitioners
due to its surprising robustness packed within the intriguingly simple design.
Even after 25 years of analysis and implementation, the cipher continues to
offer research problems of interest to both amateurs and seasoned researchers.
The following is a list of few interesting open problems in the RC4 literature.

Key collisions in RC4 keystream

The strongest practical results on full-key collisions were published in 2011, by
Chen and Miyaji [31]. This work did not device theoretical constructions of
related keys, but experimentally found a 22-byte colliding key pair, the shortest
to date. However, two questions in this direction remain open:

1. Give a theoretical construction of short key pairs, of size 22 bytes or less.

2. Find a collision with 16-byte key pairs, the practical keylength of RC4.

Key recovery attacks on WPA

WEP attacks have been discussed quite seriously in the literature, but there
are not so many attacks on the revised version of the protocol – WPA. During
2011-12, Sepehrdad, Vaudenay and Vuagnoux [134, 137] presented the first
practical key recovery attack on WPA. The authors presented a new attack
to recover the full 128-bit temporary key of WPA by using only 238 packets.
However, the time complexity of this key-recovery attack was theoretically
estimated as 296 in [134,137]. Hence there remains an open question:

3. Is it possible to improve the theoretical complexity of key recovery attack
on WPA to bring it closer to the complexity of the practical attack?

Anomaly pairs and keylength

The anomaly pairs had been first identified by Mantin [100], and later discussed
by Paul [116]. We proved the anomaly in (S0[128] = 127) and conclusively
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showed a connection with the keylength of RC4. We also attempted to connect
this anomaly to the keylength dependent negative bias of (Z1 = 129), which
seemed surprisingly similar in pattern. However, we did not settle the issue
completely, and it is interesting to pose the following problems:

4. Completely characterize the keylength dependent anomalies in RC4.

5. Identify and prove all keystream biases resulting from the anomalies.

State recovery attacks on RC4

State recovery attacks on RC4 seem to be most illusive. After a series of
attempts [54,81,113,139,148], the best attack was published by Maximov and
Khovratovich [107]. However, a contemporary result by Golic and Morgari [57]
made some critical remarks on [107], and claimed to improve the attack of [107]
even further. However, both the attacks claimed a theoretical complexity of
2200 or more for N = 256, and hence no practical verification of the attacks on
full-sized RC4 was possible ever since. It will be nice to have the following.

6. Comprehensive analysis of both the works [107] and [57] to obtain exact
complexity bounds for N = 256, and practical attacks for smaller N .

Short cycles in RC4 keystream

RC4 state evolution may be considered as a finite state machine, with the state
consisting of a 256-byte permutation array and two indices i, j of size 1 byte
each. It is natural to investigate for cycles within this state evolution pattern of
RC4, as short cycles in the state would result in short cycles in the keystream.
However, apart from an ‘impossible’ cycle of RC4 discovered by Finney [42],
later discussed in [75,113], there exists no other cycle in the cipher. Thus it is
interesting to ask the following questions:

7. Is there a lower bound on the length of ‘possible’ cycles in RC4?

8. Is it possible to explicitly find a short cycle in the cipher evolution?
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Search for keystream biases

Throughout the thesis, we have observed the existence of numerous keystream
biases in RC4. In recent times, there have been a few attempts at experimen-
tally identifying short-term biases in the keystream [5,70,136]. However, even
for the first N = 256 bytes of the keystream, the search space for identifying
all possible biases grows exponentially. Thus it is not possible to enumer-
ate all significant biases through experimentation. One may however, try the
following problem through extensive experimentation.

9. Enumerate all significant biases of the form (Zr ?Zr+x = v) in the initial
keystream bytes, where x = 1, 2, . . . , N − r and v = 0, . . . , N − 1, and
the operation ‘?’ may denote either byte-wise addition or multiplication
modulo N , or bitwise logical operations like AND, OR, XOR etc.

Area optimization for high-throughput designs

The best-throughput RC4 hardware to date is Design 2, as we proposed in [129]
and Chapter 8. But there may still be some room for improvement, especially
in terms of its hardware footprint and the frequency of operation. These could
be further improved if we use macro memory units instead of the register file
currently used for the S-box. However, macro memories have port restrictions,
typically 2 read-write ports, which makes it impossible to accommodate our
loop-unrolled design that requires 6 read and 4 write ports for the S-box. One
may refer to Figure 8.3 for the port-sharing model of Design 2.

One solution would be to divide the S-box storage into smaller memory
banks and check the probability with which each memory bank is accessed
within a clock-cycle. The probability of accessing a single memory bank may
be computed by considering the access due to index j to be random, while
the one due to index i is deterministic. When the accesses come to different
memory banks, we obtain the same throughput as proposed for Design 2. But
when two accesses collide, we will have to stall one of them, at least for one
pipeline stage. This will give us less than ideal performance in terms of the
throughput, but would reduce the hardware area. It will be interesting to
attempt the following problem in this direction.
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10. Find the hardware footprint and expected throughput of Design 2, pro-
posed in Chapter 8, if the storage for the S-box is distributed over a
certain number of memory banks consisting of macro memory units.

This idea for splitting up the storage unit into disjoint memory banks may also
be used for similar hardware designs [30] of the HC-family of stream ciphers.

Analysis and implementation of RC4-like ciphers

Note that analysis and implementation of major RC4-like ciphers, namely
VMPC [154], RC4A [122], RC4+ [95,116], RC4(n,m) (also called NGG) [114],
GGHN [58], Py (pronounced Roo) [19], also generate equally interesting re-
search problems. However, we do not cover the these RC4-like ciphers and
related problems within the scope of this thesis.

In a nutshell

In this thesis, we presented our results from the last three years (2010–2013)
on analysis and implementation of RC4 stream cipher. We identified long-
standing open problems as well as contemporary results from the literature,
and provided answers to ten research problems in this thesis. During the
course of this thesis, we have also studied several related problems in RC4,
and have presented ten open problems towards potential future directions in
RC4 research. We believe that the plethora of problems arising from the
surprisingly simple structure of the RC4 stream cipher will continue to amaze
and motivate the community for years to come.
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